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Abstract

Cryo-Electron tomography (CET) is the only imaging technology capable of visualizing the 3D organization of intact bacterial whole cells at nanometer resolution in situ. However, quantitative image analysis of CET datasets is extremely challenging due to very low signal to noise ratio (well below 0dB), missing data and heterogeneity of biological structures.

In this thesis, we present a probabilistic framework to align CET images in order to improve resolution and create structural models of different biological structures. The alignment problem of 2D and 3D CET images is cast as a Markov Random Field (MRF), where each node in the graph represents a landmark in the image. We connect pairs of nodes based on local spatial correlations and we find the “best” correspondence between the two graphs. In this correspondence problem, the “best” solution maximizes the probability score in the MRF. This probability is the product of singleton potentials that measure image similarity between nodes and the pairwise potentials that measure deformations between edges. Well-known approximate inference algorithms such as Loopy Belief Propagation (LBP) are used to obtain the “best” solution.

We present results in two specific applications: automatic alignment of tilt series using fiducial markers and subtomogram alignment. In the first case we present RAPTOR, which is being used in several labs to enable real high-throughput tomography. In the second case our approach is able to reach the contrast transfer function limit in low SNR samples from whole cells as well as revealing atomic resolution details invisible to the naked eye through nanogold labeling.
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Chapter 1

Introduction

It is a cliche that a picture is worth a thousand words but in many fields data visualization is critical. In fact, imaging in life sciences is one of the main tools for new discoveries, irrespective of whether one is studying human beings or prokaryotic cells. Through improved technology methods, the capabilities of different imaging modalities and the amount of acquired data is increasing very rapidly. Our current challenge is to develop new algorithms to efficiently transform all this data into knowledge. In particular, the accumulation of data observing similar structures opens the possibility to reveal patterns through statistical methods that otherwise would be impossible to extract manually.

In the past 15 years, cryo-electron tomography (CET) has proved itself as a critical 3D imaging technology for structural biologists due to its capability of imaging whole cells without staining artifacts at resolutions of few nanometers [Bau02]. This resolution provides crucial information by observing the spatial interaction of different macromolecules within cells. However, typical CET datasets have very low SNR and are very large, which demands the extended use of image processing techniques to extract useful information.

Graphical models, and in particular Markov Random Fields (MRF), provide a natural framework to successfully tackle problems with large amounts of uncertainty and complexity. The key point is to decompose the problem into simpler subproblems and “exchange”
possible outcomes between the different modules to reach a coherent solution. In this thesis, we present several applications of inference in MRF applied to CET datasets in order to align 2D and 3D images with very low SNR and missing information. In particular, we use the probabilistic framework to model local spatial constraints between different biological structures as a guidance to increase the accuracy of the alignment.

1.1 Imaging in life science

Fig. 1.1 shows a schematic with the attainable resolution for different imaging sources. At one end of the spectrum, we have light microscopy, which is crucial to study bacterial cells in vivo. It offers a few hundreds nanometer resolution and the possibility of using fluorescence labeling to localize and dynamically track proteins of interest through the cell cycle. Using these techniques, it has been shown [SLR97] that bacterial cells are not just “bags of enzymes”, but they are highly organized at the protein level. For example, many proteins are found at specific points, such as poles or division planes, and changing this location can alter different cell functions. Even with the development of new super-resolution light microscopy techniques like photo-activated localization microscopy (PALM) [BPS06] or stochastic optical reconstruction microscopy (STORM) [RBZ06], images can not resolve structures smaller than few tens of nanometers.

At the other end of the bioimaging spectrum resolution we encounter high-resolution structural techniques, such as X-ray crystallography, nuclear magnetic resonance spectroscopy or single particle reconstructions. These methods can achieve atomic resolution in 3D and solve primary and secondary structures of small purified molecules, which can be used to fit a 3D atomic-model of the amino acid sequence to gain biochemical insight. Moreover, research efforts have allowed relatively simple high-throughput data collection and reconstruction. However, in order to achieve such high resolution information molecular complexes need to be isolated in vitro, be relatively small and have a homogeneous conformation.

Looking again at Fig. 1.1 we observe that there is an “imaging gap” between the
resolution of the two sources described above. Electron tomography covers this gap, which makes it the highest resolution imaging technology available capable of obtaining unique structures of individual cells, organelles, flexible macromolecules and certain viruses. In particular, CET is capable of obtaining 3D reconstructions of whole bacterial cells at “molecular resolution” (approx. 4-8nm) in situ [MNM05, LPB05]. As mentioned above, these capabilities are critical to understand the function and complex spatial relationships of organelles, microtubules, vesicles, ribosomes, and other large structures within cells [LBB+08, MVMH04, SD06, MLJ06]. However, CET images present several challenges such as low SNR (well below 0dB), missing information, heterogeneity and large data sizes, which make acquisition, reconstruction and data analysis far from straightforward (Fig. 1.2). New statistical image processing methods are needed to efficiently process and extract higher resolution structural information from hundreds of tomograms.

Figure 1.1: Bioimaging spectrum figure from [Sub06] representing the different resolutions attainable with different imaging techniques. Cryo-electron microscopy bridges the gap between in vivo low resolution imaging and in vitro high resolution.
1.2 Statistical image processing in CET

The goal of image processing methods for CET is two fold: first, to reach a true high-throughput pipeline where hundreds of tomograms can be acquired per month, expanding the kind of experiments and questions that can be answered by CET. And second, to efficiently combine these large amounts of data in order to resolve biological structures at higher resolutions than the ones provided by a single tomogram. For example, a high-throughput pipeline would enable the reconstruction of mammalian cells at nanometer resolution by stitching hundreds of tomograms together.

Fig. 1.2 shows a typical CET dataset of whole cells that will be used in this thesis. The low SNR and the fact that the tomogram contains missing data makes the CET image statistics very different from natural images or even medical images from MRI, PET and ultrasound systems. It is easy to see that standard image processing techniques to extract information from multiple CET images, such as edge detection and feature descriptors, can not be applied directly using off-the-shelf procedures. Moreover, standard techniques to reduce noise such as denoising and downsampling can only be applied in a first coarse step, since the goal in structural biology is always to achieve as high structural resolution as possible, requiring high precision in any image analysis task. Therefore, CET requires new statistical image processing methods that can handle these constraints to help extracting biological knowledge from CET images.

1.3 Thesis outline and contributions

In this thesis, we present a probabilistic framework based on MRF to improve and automate data analysis of CET images. We apply this framework to two critical problems in CET: first, to align a set of 2D images to create a 3D reconstruction of the area of interest. We will see how solving this problem removes one of the bottlenecks in the tomographic acquisition pipeline, opening the possibility to acquire hundreds of tomograms per month. Second, we use the same framework to align many of these 3D volumes to create
Figure 1.2: Slices of 3D volume exemplifying the main two challenges of CET of whole cells: noise and missing data. (A) XY slice of Caulobacter crescentus tomograms without filtering to preserve high frequency information. (B) Same image as in (A) with low-pass filter. (C) XZ slice of the same tomogram without filtering. (D) Same image as in (C) with low-pass filter. Features of cell wall components on top and bottom are blurred due to the missing wedge effect.

higher resolution averaged images. In order to accomplish these tasks the probabilistic framework contains two elements that are problem specific: a metric used to compare individual image regions to determine good matches and the cost of deforming the space between these features that is allowed in the model. We not only show how to use probabilistic methods to perform these alignments for CET data, but we also present a new dissimilarity score that works better for noisy images.

Chapter 3 describes in more detail the 2D alignment problem, and presents the fundamentals for automatic alignment of 2D projections of CET tilt series using gold fiducial markers. 2D image alignment is easier than 3D because of fewer degrees of freedom and the existence of high-contrast point-like features as markers. Therefore, it is a perfect example to show the basic principles of the MRF alignment framework for low SNR images. Chapter 4 describes the second application and presents the extension of the alignment
framework to \( CET \) 3D density volumes in order to recover higher resolution structures by averaging the aligned volumes. The alignment and averaging of thousands of volumes allows one to “see” details otherwise hidden in single tomograms. Finally, Chapter 5 uses these techniques to present a case study of the surface layer structure of \( Caulobacter crescentus \) using \( CET \) of whole cells. Combining all the methodology explained in previous chapters we bring new biological insights and we show the strengths and limitations of the framework presented in this thesis in a real case scenario.

Before jumping to the applications, the next chapter explains the fundamentals of image formation in the electron microscope and the main steps involved in acquiring, processing and analyzing \( CET \) datasets to provide the needed background. This background is important for two reasons: it provides an understanding of the data at hand (noise characteristics, missing data distribution, etc.), which is necessary to develop better algorithms, and it brings a high level perspective to frame the work described by the rest of the thesis.
Chapter 2

Background

Cryo-electron tomography (CET) is the highest resolution imaging technology available capable of obtaining unique structures of individual cells, organelles, flexible macromolecules and certain viruses. Understanding the image formation process in the electron microscope allows one to obtain better images, design new statistical image processing algorithms and identify bottlenecks in the CET acquisition pipeline. Sections 2.1, 2.2 and 2.3 provide this background to familiarize the reader with the kind of images presented in this thesis.

We will see in this chapter that CET creates very low SNR images. This phenomenon makes some steps that are easy in other contexts, such as image alignment, non-trivial. The second part of this chapter reviews existing methodologies from different fields that are related to the ones introduced in this thesis and explains why we need to adapt them to the CET image characteristics in order to improve their performance. In particular, Section 2.4 describes the formalism of Markov Random Fields (MRF), which would be used as a framework to solve the alignment problem in CET images.
2.1 Image formation in transmission electron microscope

Fig. 2.1 shows a schematic of the main components of a standard transmission electron microscope (TEM). The basic setup is very similar to a common light microscope, where we have an illumination source, a condenser lens to focus the source into the specimen and an objective and projector lens to magnify and create an image that can be recorded with a camera or viewed in a phosphor screen. However, in TEM the source is a coherent beam of electrons instead of light, which accounts for many differences in the components and the image formation that will be described in this section. The reader is referred to Chapter 3 by Frank [Fra06] and Chapters 3,4 and 5 by Glaeser et al. [RG07] and Chapters 3 and 6 by Reimer and Kohl [RK08] for detailed explanations of these topics.

The illumination source consists of an electron gun that emits an intense beam of electrons that can be considered coherent. Intensity is required to minimize exposure times, which can reduce resolution by spatial incoherent due to movement in the sampler holder during acquisition. Temporal coherence around a nominal wavelength $\lambda$ is required to achieve high resolution through the mechanism of phase contrast, which will be explained below. In many high performance microscopes, the electron gun is a tungsten field emission gun (FEG) tip subject to strong electric fields to allow electrons to “escape” from the tip and be accelerated towards the anode, which is kept at ground potential. Another option for the electron gun is a thermal filament of lanthanum hexaboride (LaB$_6$). The filament is heated by passing a current through it and when it reaches a certain temperature the electrons escape out of the filament into free space. FEG electron guns are preferred for samples with phase contrast (explained below), since it generates a more coherent source, while Lab$_6$ filaments are preferred for samples dominated by amplitude contrast since they radiate higher intensity. In both cases, typical energies for biological applications are 100 to 300KeV, which gives a range of wavelength from 0.037 to 0.020Å.

The electron source brings two main differences with respect to light microscopy in the design of the TEM optics. First, electric current lenses that generate magnetic fields (Fig. 2.2) instead of glass lenses, are used to focus the electron beam. The magnetic fields
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Figure 2.1: Schematic showing the different components of a transmission electron microscope. The basic setup is very similar to a light microscope, with the main difference that the illumination source is a coherent electron beam instead of light. This difference forces the use of electron lenses which generate magnetic fields to focus the electron beam. Figure from http://astronomy.nmsu.edu/jlevans/seminarSpr07/.

exert an orthogonal Lorentzian force on the electrons altering their direction but not their energy. By changing the current in the lens, we adjust the intensity of the magnetic field, which changes the focal length. Second, high vacuum within the column is required in order to have scattering only between the specimen and the electrons.

The energy and size of electrons allows to study them as particles or as waves. Considering them as particles and the specimen under observation as a set of atoms, we can describe the possible interactions between each electron emitted by the electron gun and each atom in the sample (Fig. 2.3). First, many electrons will not pass close enough to any

\[ \text{The force that a magnetic field } B \text{ exerts over an electron with velocity } v = q(v \times B), \text{ where } \times \text{ is the cross-product operator and } q \text{ is the charge of the electron.} \]
atom and their trajectory will not be affected. We define these electrons as unscattered. Second, electrons that pass close enough to a specimen atom to be inside the electron cloud will be deflected laterally due to the attractive Coulomb force. If the energy transferred during the interaction is negligible we define these electrons as elastically scattered, and inelastically scattered otherwise. Therefore, at a qualitative level, the output electron beam contains information related to the Coulomb potential distribution in the sample, which is an indirect measure of the 3D density of the sample.

When using the TEM for biological specimens several extra remarks need to be considered before analyzing the image formation process. First, inelastic scattered electrons add low resolution background noise because they introduce incoherence by generating new wavelengths in the output electron wave, which reduces the contrast in the image.
Figure 2.3: Elastic electron scattering produced by the interaction between the electron beam and the nucleus of an atom (+Ze) present in the specimen due to the attractive Coulomb force. The electron is scattered by an angle $\theta$. Figure from [RK08].

(Fig. 2.4). Thus, current TEM are equipped with an energy filter to improve the image quality. In particular, the most common modality in CET is known as zero-loss imaging, since we filter out electrons which have lost energy. Second, multiple scattering events for a single electron should be minimized as much as possible since they complicate the interpretability of the images and they increase the chance of having an inelastic scattering event. Specimen thickness is directly related to the probability of having multiple scattering events, so the thinner the specimen the better the achievable resolution.

Even if a particle based explanation is appropriate to gain intuition, we need to study the electron as a wave to understand the phase contrast in image the image formation process. Fig. 2.5 shows a diagram to obtain a more quantitative picture of the image formation process in the microscope. We define

$$
\psi_{in}(x, y) = \psi_0 \exp\{2\pi ikz\} \tag{2.1}
$$

as the uniform planar wave incident on the specimen, where $(x, y)$ represent the coordinates on the specimen plane, $z$ represents the direction of the microscope axis and $k = 1/\lambda$ is the wave number of the electron. At the other end of the specimen we obtain an output
Figure 2.4: Images of a whole Sulfolobus HI15 PING cell in ice. (A) Zero-loss energy filtered image. (B) Unfiltered image. The better resolution of different structural details in A versus B is due to the removal of inelastic scattered electrons, which affect high resolution details generated by phase contrast mechanisms due to chromatic aberrations. The images are divided into two halves with different thickness and scaling, to visualize the full dynamic range of the recorded data. Microscope magnification was 14,500X. The numbers in B indicate the local thickness of the cell, which is about equal to the thickness of the embedding ice layer. Figure from [GSR+98].

wave from combining the unscattered electrons and the elastically scattered one:

$$\psi_{\text{out}}(x, y) = \psi_{\text{in}}(x, y) + \psi_{\text{sc}}(x, y)$$  \hspace{1cm} (2.2)

where $$\psi_{\text{sc}}(x, y)$$ is the elastically scattered wave. For the most part, we can understand the image formation in the electron microscope using Fourier light optics as commonly used to describe laser optics systems to describe the coherent beam. As a result of the source coherence, electrons scattered with angle $$\theta$$ in the specimen will converge at the same point in the back focal plane of the objective lens (Fig. 2.5), generating the following wave:

$$\psi_F(u, v) = \mathcal{F}\{\psi_{\text{out}}\} A(u, v)$$  \hspace{1cm} (2.3)

\(^2\)From now on we consider a zero-loss imaging mode using the energy filter.
where \((u, v)\) are coordinates in the focal plane, \(\mathcal{F}\) is the Fourier transform operator and \(A(u, v)\) represents the aperture transfer function equal to 1 in the objective aperture and 0 otherwise. Finally, the wave in the image plane is represented by:

\[
\psi_I(x, y) = \mathcal{F}^{-1}\{\psi_F(u, v)\} = \psi_{out}(x, y) * \mathcal{F}^{-1}\{A(u, v)\} = \tilde{\psi}_{out}
\]  

where the operator * represents convolution and \(\mathcal{F}^{-1}\{A(u, v)\}\) can be considered the point spread function of the microscope seen as a linear system (we will call it contrast transfer function (CTF) if we use it in Fourier domain). We use the \(\tilde{\psi}\) notation to denote the function obtained after the convolution with the point spread function. The observable quantity recorded by the camera is proportional to the magnitude of the incident wave in the image plane:

\[
I(x, y) \propto |\psi_I(x, y)|^2
\]

Looking at the derivation above, the only unspecified function is \(\psi_{sc}\), which contains the information related to the interaction between electrons and specimen. In order to quantify \(\psi_{sc}\) we need to understand two possibilities to obtain information from scattering: amplitude and phase contrast. The first one generally generates medium-resolution information (above 2-3nm) and it is caused by variations on the amplitude due to absorption. Briefly, specimens containing heavy atoms such as stained membranes deflect electrons with an angle \(\theta\) larger than the angle of acceptance of the objective aperture, which effectively blocks these electrons. However, the high resolution information in TEM arises from the interference in the image plane between the unscattered electron wave and the scattered one in what we define as phase contrast. Briefly, if we can achieve constructive interference in the image plane between the unscattered electron wave and the elastically scattered one, the magnitude \(I(x, y)\) will fluctuate proportionally to the projection of the
specimen. We will show how we can achieve this constructive interference by changing the defocus of the TEM using the wave-optical theory of image formation to mathematically formulate the concepts of amplitude and phase contrast, and precisely define $I(x, y)$.

**Figure 2.5:** Quantitative description of the image formation process in the TEM. $\theta$ represents the scattering angle for each electron and all the electrons scattered with the same $\theta$ converge at the same point in the back focal plane of the objective lens. In particular, the unscattered electrons ($\theta = 0$) converge at the origin. The rest suffer a phase delay $\Delta s_g = -$ $-\theta x = -\lambda qx$, where $q = \sqrt{u^2 + v^2}$ represents the radial component in the focal plane coordinates. Therefore, the wave amplitude in the focal plane represents the Fourier transform of the wave amplitude exiting the specimen. Finally, the aperture (objective diaphragm) blocks all the electrons scattered with angle $\theta > \alpha_c$, effectively generating amplitude contrast in the image. $M$ represents the magnification generated by the objective and the projective lenses. Figure from [RK08].

Since TEM uses high energy electrons we can use the phase-grating approximation to
decompose the scattered wave as

\[ \psi_{sc}(x, y) = \psi_{in}(x, y)(1 - s(x, y)) \exp\{i\eta(x, y)\} \]  (2.8)

Briefly, the phase-grating approximation considers the specimen as a superposition of infinitesimally thin layers, each of them creating a possible scattering event. Using this approximation the term \( s(x, y) \propto \exp\{-\int V(x, y, z)dz\} \) is a real-valued function containing the absorption and \( \eta(x, y) \propto -\int V(x, y, z)dz \) is a real valued function containing the phase differences in the wave due to interactions with the specimen. In both cases the terms are related to the integral projection of the Coulomb potential in the sample along the optical axis, which will allow us to recover 3D density information (Section 2.2). Also in both cases we assume a weak-phase object \((\eta(x, y) \ll 1)\) and a weak-scattering object \((s(x, y) \ll 1)\) to perform calculations using Taylor series expansions. Using only linear terms in Eq. (2.2) and (2.8), we can approximate the amplitude of \( \psi_{out} \) as follows:

\[ s(x, y) = 1 + \epsilon(x, y) + \ldots \]
\[ \exp\{i\eta(x, y)\} = 1 + i\phi(x, y) + \ldots \]
\[ \psi_{out}(x, y) \simeq \psi_0(1 + \epsilon(x, y) + i\phi(x, y)) \]  (2.9)

First, we assume \( \phi(x, y) \equiv 0 \) to study only amplitude contrast. Combining Eq. (2.5), (2.7) and (2.9) we obtain:

\[ \psi_I(x, y) = \psi_0(1 + \epsilon(x, y)) * \mathcal{F}^{-1}\{A(u, v)\} \]  (2.10)
\[ = \psi_0(1 + \tilde{\epsilon}(x, y)) \]  (2.11)
\[ I(x, y) \propto |\psi_I(x, y)|^2 \]
\[ = (1 + \tilde{\epsilon}(x, y))^2 \]
\[ \simeq 1 + 2\tilde{\epsilon}(x, y) \]  (2.12)
\[ \tilde{\epsilon}(x, y) = \epsilon(x, y) * \mathcal{F}^{-1}\{A(u, v)\} \]
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where we have disregarded $\psi_0$ in Eq. (2.12) since it is a uniform illumination\(^3\) and we have disregarded the quadratic terms because of the weak-scattering object approximation. Eq. (2.12) shows how absorption variations in the specimen introduce changes in the recorded amplitude by the detector.

However, if we use the same analysis to derive the phase-contrast contribution by setting $\epsilon(x, y) \equiv 0$, we obtain $I(x, y) \propto 1$ because $\varphi(x, y)$ is in quadrature with the unscattered wave. This problem with pure phase objects was also encountered in light microscopy and led to the invention of the phase-contrast microscope by Zernike in the 1930s, which allowed one to study cells in vivo without staining them. In light microscopy, a phase plate is located after the specimen in the primary aperture plane with an area complementary to the illumination that does not affect the unscattered light, while the rest of the plate contains a material delaying the scattered waves by $\lambda/4$. Therefore, when both elements reach the image plane now they are in phase and generate variations in the image intensity (Fig. 2.6).

![Figure 2.6](image_url)

**Figure 2.6:** (a) Vector addition of the image amplitude $\psi_i$ and the scattered amplitude $\psi_{sc}$ phase shifted by $\pi/2$ radians. Variations in the amplitude of $\psi_{sc}$ do not affect the image amplitude because $\psi_{sc} \ll \psi_i$. (b) Negative phase contrast produced by an additional phase shift of $-\pi/2$. Now variations in the amplitude of $\psi_{sc}$ do affect the image amplitude. (c) Positive phase contrast produced by an additional phase shift of $+\pi/2$. Figure from [RK08]

Unfortunately, a device equivalent to Zernike phase plates is not easy to implement.

\(^3\)This normalization will be performed in all the following derivations.
in electron microscopy. Several attempts have been made \[DN01, MBS^*07, CDT^*07\] to generate $\lambda/4$ delays in the electron path. However, practical difficulties arise due to charging of the phase plates after operating them several times, which produces unpredictable phase shifts and avoids its practical use due to the requirement of replacing the plates after every image acquisition. Research and development efforts to design commercially available phase plates for TEM are work in progress, since it will improve the ability to see phase objects under the microscope.

So far we have assumed perfect lenses with no aberrations. In the following paragraphs we will explain how understanding aberrations and producing changes in the focal length it is possible to generate phase delays in $\psi_{sc}$ that allow image formation by phase contrast at certain frequencies. First, changing the focal length of the objective lense by $\Delta z$ allows us to defocus the electron beam with respect to the aperture plane, which introduces a frequency dependent phase delay in the aperture plane that can be added to Eq. (2.3) as follows:

$$\psi_F(u, v) = \mathcal{F}\{\psi_{out}\}A(u, v) \exp\{-iW(u, v)\}$$

$$W(u, v) = \frac{\pi}{2}(-2\Delta z\lambda q^2)$$

$$q = u^2 + v^2 = \frac{\theta}{\lambda}$$

where $q$ represents the radial component of the Fourier coefficients. Second, even if it seems counter intuitive, in TEM some lens aberrations are desired to enable contrast. Spherical aberration reduces the focal length of electrons that have been scattered by large angle $\theta$. The further from the center the electrons interact with the objective lens, the more curved the rays generated are, which creates a difference in optical paths between different scattered electrons. This difference in paths is equivalent to a frequency dependent phase delay that adds one more term in the phase delay $W(u, v)$. Again, following derivations

\footnote{The detailed derivations of this phase shift can be found in Section 3.3 of Reimer and Kohl \[RK08\].}
from Section 3.3 in [RK08], the new expression is:

\[
W(u, v) = \frac{\pi}{2} \left( C_s \lambda^3 q^4 - 2\Delta z \lambda q^2 \right)
\]

(2.16)

where \( C_s \) is the spherical aberration coefficient of the lens provided by the manufacturer. However, for typical values of \( \lambda \) and \( C_s \) found in structural biology, this phase delay only plays important roles in very high frequency and the defocus value \( \Delta z \) is the main element generating phase contrast.

Adding this phase delay to the derivation of Eq. (2.12) adapted to phase contrast only \((s(x, y) \equiv 0)\) we obtain the following wave amplitude at the image plane:

\[
\mathcal{F}\{\psi_I(x, y)\} = \psi_0(\delta(u, v) + i\mathcal{F}\{\varphi(x, y)\})A(u, v)\exp\{-iW(u, v)\} \\
= \psi_0(\delta(u, v) + i\mathcal{F}\{\varphi(x, y)\})A(u, v)(\cos(W(u, v)) - i \sin(W(u, v))) \\
= \psi_0(\delta(u, v) - \mathcal{F}\{\varphi(x, y)\}A(u, v)\sin(W(u, v)) + i\mathcal{F}\{\varphi(x, y)\}A(u, v)\cos(W(u, v)))
\]

(2.17)

where we use the Euler formula \( \exp i\phi = \cos(\phi) + i \sin(\phi) \). Following the same first-order approximations as in Eq. (2.12), only the real term \( \mathcal{F}\{\varphi(x, y)\}A(u, v)\sin(W(u, v)) \) contributes to variations in the recorded image intensity. In this case, the CTF is \( A(u, v)\sin(W(u, v)) \), which brings a trade-off between generating phase contrast and limiting the image resolution due to zeros in the sinusoid. Fig. 2.7 shows different plots for the function \( \sin(W(u, v)) \) using different defocus to generate phase contrast at different frequencies. Fig. 2.8 shows a series of images of the specimen using different defocus to demonstrate how the CTF affects the image formation by phase contrast of TEM images. Since the number of electrons that pass through the objective aperture is constant for a pure phase object, if the intensity at some points of the specimen is increased by adding the amplitudes with favorable phase shifts, the intensity at neighboring points will be decreased. Thus, if the image of a particle is darker in the center as a result of negative phase contrast, it will be surrounded by a bright rim and vice versa. Moreover, spots that are dark when \( \Delta z > 0 \),
will be bright for $\Delta z < 0$ and vice versa.

Finally, we can combine amplitude and phase with the above derivations using superposition to obtain the following equation:

$$I(x, y) \propto 1 + 2\tilde{\epsilon}(x, y) + 2\tilde{\phi}(x, y)$$ (2.18)

$$\tilde{\epsilon}(x, y) = \epsilon(x, y) \ast \mathcal{F}^{-1}\{A(u, v) \cos(W(u, v))\}$$

$$\tilde{\phi}(x, y) = \phi(x, y) \ast \mathcal{F}^{-1}\{A(u, v) \sin(W(u, v))\}$$

Eq. (2.18) and Fig. 2.7 illustrate the trade-off that the mechanism of achieving phase contrast through variations on the defocus brings to the CTF of the TEM. On the one hand, we need to increase the defocus to generate phase contrast, otherwise phase objects would be invisible under the TEM. On the other hand, increasing the defocus generates nulls at different frequencies in the transfer function of the microscope that limit the achievable resolution of TEM images. Moreover, the optimal defocus depends on the sample under the microscope and the resolution objectives of the imaging project at hand. Thus, setting the right defocus for each image is one of the key decisions that an electron microscopist faces when acquiring data.

Figure 2.7: Plots for the function $\sin(W(u, v))$ at different defocus to generate phase contrast at different frequencies. Maximum phase contrast is generated in the frequencies with values $\pm 1$. Zero crossings indicate a null in the CTF of the microscope. (a) Defocus is $\Delta z = \sqrt{C_s \lambda}$. (b) Defocus is $\Delta z = \sqrt{3C_s \lambda}$. (c) Defocus is $\Delta z = \sqrt{5C_s \lambda}$. The $x$-axis represents the reduced spatial frequency $\bar{p} = \sqrt{2(C_s \lambda^2)}$. Figure from [Fra06]
Figure 2.8: Defocus series of ferritin molecules on a 5 nm carbon supporting film and changes in the granulation of the carbon film ($E = 100$ keV). If the image of a particle is darker in the center as a result of negative phase contrast, it will be surrounded by a bright rim and vice versa. Also, spots that were dark when $\Delta z > 0$ are bright for $\Delta z < 0$ and vice versa. Figure from [RK08].

All the derivations above that show that the 2D image represents an integral projection of the Coulomb potential convolved with a point spread function were done based on the hypothesis of weak phase and amplitude object. Defining a clear line where this approximation does not hold is not easy, since it depends on many factors such as the heaviest atom present in the specimen, the thickness of the specimen or the energy of the electron beam. However, there are some rules of thumb based on experience with the most common acquisition practices. Samples stained with heavy atoms are definitely not weak-amplitude or weak-phase objects and most of the information recorded is through
absorption of electrons by the aperture. In this thesis we use unstained cryogenic samples, where high resolution can be obtained with a standard 300KeV microscope and zero-loss energy filter. In practice, the weak-phase and weak-scattering approximation usually holds for specimens up to 600nm in thickness. However, the thinner the specimen the higher the attainable resolution (Fig. 2.9), because it decreases the probability of multiple scattering events.

![Graph showing maximum thickness as a function of accelerating voltage or wavelength](image)

**Figure 2.9:** Maximum thickness $t$ as a function of accelerating voltage or wavelength ($\lambda$) for a resolution of 0.5, 1 and 2nm. Curves are calculated using theoretical formulations to estimate when the phase-grating approximation stops being valid for a certain resolution and a certain thickness given the energy of the electrons. Figure from [Fra06].

On top of the theoretical approximations to understand image formation in TEM, real microscopes have practical limitations. Two of these constraints are the shot noise and the spatial and temporal incoherence in the electron beam. First, the random process inherent to any image of electron arrival introduces Poisson noise proportional to the number of electron counts received in each pixel. In images with low counts, such as the ones in CET, the noise added to the low phase contrast will prove as one of the main challenges. Second, throughout the theoretical derivation we have assumed an electron
beam which has perfect temporal and spatial coherence. In practice, since the electron
gun emits a certain spread of wavelengths around the nominal value $\lambda$ and the incident
wave vector $\vec{k}$ is not limited to the direction of the $z$-axis, the electron beam presents
limited spatial coherence. Moreover, the jittering of the high voltage around a nominal
value produces incoherence in the illumination over time. All these effects can be encoded
in an empirical envelope function usually modeled as an exponential decay that multiplies
the $CTF$ shown in Eq. (2.18).

All the elements summarized in this section are necessary to understand what resolu-
tion can be expected for different specimens and how different imaging parameters can be
optimized depending on the end goal of the project at hand. However, each single image
contains only information of the projection of the specimen from a given angle, which is
not enough to reconstruct a 3D density map. In the next section we will show how we can
reconstruct this map by combining multiple 2D images obtained from different angles.

2.2 3D reconstruction from multiple 2D TEM images

The fundamental result that allows us to obtain 3D density maps from 2D projections is
the Projection-Slice Theorem [Bra86]. The theorem states that given an N-dimensional
function $f(x)$ the following two operations return the same result (Fig. 2.10):

1. Compute the integral projection of $f(x)$ along a given direction to obtain an N-1
dimensional function and then take the Fourier transform of that projection.

2. Compute the Fourier transform of $f(x)$ and then return the coefficients along a
“slice” with the same orientation as the projection

In other words, the Fourier transform of each projection recorded in a $TEM$ image
returns a hyperplane of Fourier coefficients of the original 3D density. Thus, if we obtain
$TEM$ images from multiple angles to fill the Fourier space in 3D, we can recover the
original 3D density by a simple inverse Fourier transform. Qualitatively, this is the idea
behind any tomographic application, although there are many implementation details
that are beyond the scope of this introduction. In this section, we will present different methodologies in electron microscopy used to obtain the necessary projections to recover the 3D density of different biological structures.

Figure 2.10: Schematic representing the projection-slice theorem in 2D. Projecting the density into a 1D line and then taking the 1D Fourier transform of that line is equivalent to computing the 2D Fourier transform of the density and taking a “slice” of coefficients with the same angle as the projection. In other words, $F\{p(x)\} = s(k_x)$ in the figure from [http://en.wikipedia.org/wiki/Projection-slice_theorem](http://en.wikipedia.org/wiki/Projection-slice_theorem).

Before we do that, we will present the proof of the Projection-Slice theorem for completeness. For simplicity, take $f(x,y)$ as a 2D function. We can define the following operators:

\[
p(x) = \int_{-\infty}^{\infty} f(x,y) dy \quad \text{(2.19)}
\]

\[
F(u,v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x,y) \exp\{-2\pi i(xu + yv)\} dy dx \quad \text{(2.20)}
\]

where $p(x)$ represents the projection along the y-axis and $F(u,v)$ is the 2D Fourier transform. Simply setting $v = 0$ in Eq. (2.19) proves the equivalence:
This proof can be extended using the same methodology to a function of N-dimensions and a projection along any direction. These concepts are intrinsically related to the mathematical operator defined as the Radon transform \cite{Her09}, which calculates the projection of the function along any “slice”. In general, reconstructing the 3D density map is equivalent to obtaining the inverse Radon transform, a problem extensively studied in different fields.

The methodology to acquire all the necessary projections to reconstruct the 3D density of the specimen under the TEM depends on the type of specimen. Ideally, we would like to be able to operate the same way as a computerized tomography (CT) scan operates in human patients. Briefly, the patient lies inside a cylindrical machine that takes projections from angles within 180 degrees range, effectively oversampling the 3D Fourier space to obtain a perfect reconstruction of each individual patient. Unfortunately, the situation with small biological structures under the TEM is not as ideal. Due to limitations in the dose that biological material can tolerate and the sample fixture, we can not obtain projections from every possible angle. We will see this in more detail in the next section, but the main problem is that when the sample is tilted too much, it becomes too thick and most of the electrons suffer multiple scattering events, eliminating any information in the recorded image. Therefore, we need to try to overcome this problem making different approximations depending on the sample under the microscope.
First, if the specimen has a crystalline structure we can assume that different samples will have exactly the same conformation because of the crystalline regularity. Therefore, we can obtain a single high SNR image per sample at different orientations by tilting the specimen, recording multiple noisy images, and combining the information from images of different samples. If we are able to find the common origin of the crystal for all the images and to determine the tilt angle for each projection, we can combine all the images to recover the 3D crystalline structure using a least-square fitting of all the diffraction measurements. These two tasks are greatly simplified by the fact that a crystalline structure has a discrete representation in Fourier domain. Briefly, the common phase origin is found by taking the zero tilt image as a reference and aligning the rest to it. This alignment is possible by using pairwise common lines: according to the Projection-Slice theorem presented above, two projections should have a common line of Fourier coefficients along the origin. We can use that common line to determine the phase shift between projections. The tilt of each specimen can be derived from the distortion that is observed in the diffraction pattern between the untilted image and the tilted one. The reader is referred to Glaeser at al. [RG07] for more details.

The second category of biological structures is known as single particles. These specimens are macromolecules that can be purified in the sample preparation process into a homogeneous population. Homogeneity is the key element in this kind of analysis: we do not require for the specimen to be crystalline anymore, but to be identical from one sample to the next so we can still combine information from multiple images. Using this assumption, we can follow the same procedure as for crystalline structures obtaining a single high-dose image per sample, although in this case we do not need to tilt the sample, since each particle would be randomly oriented in the ice. As before, we need to determine a common origin and the orientation of each particle in order to combine all the images in a unique 3D density map. However, now the biological structures have a continuous spectrum, which complicates the task. There is a vast literature proposing efficient methods to solve the alignment problem in single particle work and arguably the most common
one is known as iterative projection matching. Briefly, we obtain a coarse 3D model of the specimen. Then we project that model in all possible directions to identify the orientations of all the particles by maximizing the cross-correlation between the reprojections and the raw data. Once we have classified each particle, we can obtain a new 3D density map by solving the inverse Radon transform with standard backprojection algorithms. This cycle of 3D reconstruction and alignment is iterated until convergence. In general, a classification step is also necessary to detect particles that do not satisfy the homogeneity assumption. Typical structures analyzed by single particle methods are viruses, ribosomes or microtubules and 3D density maps with near-atomic resolution are generally achieved by merging thousands of particles. The reader is referred to Frank [Fra96] for more details.

Larger macromolecules or structures such as the chemotaxis apparatus or the bacterial cell wall can not be purified into a homogeneous population and need to be studied in situ to understand the complex spatial relationships within the cell. In these cases, each structure is unique and we can not merge data from different projections in a simple manner, so we need to obtain multiple projections from a single specimen (Fig. 2.11). This methodology is known as electron tomography (ET) and has two main limitations: first, the maximum electron beam dose permitted before damaging the biological structure needs to be spread across multiple projections, which makes each individual image noisier. Second, we can not obtain projections from all possible angles, which will cause missing information in the sampling of the Fourier coefficients of the 3D density map, effectively distorting the resulting reconstruction in certain directions. In the next section we present a detailed explanation of all the steps and challenges associated with cryo-electron tomography (CET), since it is the methodology used to acquire the images analyzed in this thesis.

2.3 Cryo-electron tomography pipeline and challenges

Acquiring and processing an electron microscope tomogram requires different steps outlined in Fig. 2.12. Thanks to multiple research efforts many of the steps have been already
Figure 2.11: Figure from [MNM05] showing the main principle of electron tomography. We obtain projections of the sample from different tilt angles so we can reconstruct a 3D density volume of the specimen under observation through standard computerized tomography techniques.

Figure 2.12: CET pipeline to acquire and process a single tomogram. We need to automate as much as possible every block to achieve real high-throughput tomography. However, there are still many open problems to achieve real high-throughput CET. One of the goals of the work presented in this thesis is to solve some of these bottlenecks. Being able to obtain hundreds of tomograms per months will extend the horizons of CET. In this section we will describe each step of the pipeline and the associated challenges to identify bottlenecks and their associated constraints.
2.3.1 Sample preparation

Tomography samples can be prepared through a variety of methods. For cryo-electron tomography, the samples start in a liquid medium placed into a thin carbon grid. These grids are then flash frozen using liquid ethane. The temperature drops at rates of 10,000 K/s, removing kinetic energy too quickly for water molecules to rearrange into ice crystals. Instead, amorphous ice is formed, which preserves samples in their native state with minimal artifacts. Once such specimens are frozen, they can be examined artifact-free under the microscope. However, the high energy electrons used in CET cannot penetrate more than about 600nm into biological material without being inelastically scattered. Therefore, thicker samples must first be sectioned before imaging, which can introduce artifacts. In order to preserve the native structure of cells and tissues, thick samples can be quickly frozen under high pressure, which prevents internal water from expanding to form ice crystals. Such frozen blocks of material can be sectioned directly ("cryosectioning") and imaged using CET, or they can first be chemically fixed, plastic-embedded, and stained, and then sectioned at room temperature ("plastic sections"). Alternatively, thick samples can simply be chemically fixed, plastic embedded, stained, and sectioned directly (without high pressure freezing). In this thesis, we present algorithms developed for cryo-samples of whole cells without sectioning, although most of them can be applied to other TEM samples.

2.3.2 Image acquisition

Because no goniometer is mechanically perfect, and because the specimen is never at its exact eucentric height as the sample is rotated in the microscope, it moves laterally and vertically within the column as it is tilted. Thus, to keep the target centered under the beam and at a constant focus, before each image is taken the beam must be electronically shifted to center the image and the strength of the objective lens has to be adjusted to maintain proper focus. In order to find the magnitude and direction of the shifts and focus changes that should be applied before each image is taken without exposing
the target to any unnecessary dose, the movements can either be predicted by modeling trends from previous images in the tilt-series ZMB+09, SSC+09 or measured indirectly by deflecting the beam to an off-target, tracking position, and recording reference images NFL+05, Mas05. Existing data acquisition packages are a mature technology and perform all the above tasks automatically.

2.3.3 Image alignment

If the image acquisition were perfect, we could obtain a 3D density map from the raw data. However, we need to align the series of tilted images in order to correct for the mechanical imperfections and tracking errors during acquisition. In order to do that, we need to identify and correspond common features between different projections. Most available methods KMM96, HCWS08 perform this step in a semi-automatic fashion. Briefly, microscopists put gold fiducial markers on the sample to create high contrast point-like features. Then, the user seeds a fiducial model in the zero tilt image and the program tries to find the markers corresponding to those seeds in the rest of the images. Then, the tracking results are presented to the user with a GUI to correct possible mistakes. The process is iterated until the user is satisfied with the alignment. Since the process involves a substantial amount of user interaction, a fully automatic alignment algorithm is needed to obtain real high-throughput in the tomography pipeline and will be presented in Chapter 3.

Alignment of CET images with fiducial markers would be trivial if it were not for the very low SNR generated by several factors: first, any biological sample suffers structural damage from electron beam radiation. Thus, there is a specific electron dose limit before the sample is irreversibly damaged and structural information is lost (Fig. 2.13). This dose limitations effectively reduces the attainable SNR in CET volumes because we have to divide the dose among all the projections. The SNR difference between different exposures is apparent in Fig. 2.14.

Second, sample thickness dramatically influences the final quality of the image as shown
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Figure 2.13: Energy-filtered projection images of Caulobacter crescentus cells in amorphous ice to exemplify radiation damage in the sample caused by electron beam overexposure. This dose restriction effectively limits the amount of electrons that can be used in the imaging process and the attainable SNR in CET volumes. Left: image with accumulated exposures of 1560 e/nm$^2$. No structural damage by beam radiation is noticeable. Right: image with accumulated exposures of 21800 e/nm$^2$. Arrow marks area that shows radiation damage of the biological material. Figure from [CD05].

in Section 2.1. Typical whole cell preparations of Caulobacter crescentus range between 400nm to 600nm in thickness, which is considered the limit for CET samples. Finally, because CET samples are not stained with heavy metals, they produce in low contrast images. In other words, the electron interaction with amorphous ice or with biological specimens is very similar. The three factors combined together result in images with SNR well below 0dB and very faint features, which is the reason why in general off-the-shelf image processing procedures such as edge detection or feature descriptor matching do not to work in CET volumes and we need to develop specific robust statistical procedures to handle the images.

2.3.4 CTF correction

We have seen in Section 2.1 how setting the right defocus to balance the trade-off between phase contrast and resolution is a key decision when obtaining TEM images, since the CTF modulates each frequency depending on the defocus value. When combining multiple 2D images to generate a 3D volume, a third problem arises: the same frequency band from
different image areas contains a different transfer function because the defocus changes across tilted specimens. Since CTF changes the phase of the information after each zero-crossing (Fig. 2.7), the reconstruction combines intensities with opposite phase, effectively reducing the final resolution. Thus, we need to estimate and deconvolve the CTF in each pixel if we want to obtain higher resolution tomograms. Section 4.4.2 presents numerical simulations demonstrating these effects.

Correcting CTF in tilt series images has proved elusive and it is still an open problem. Most microscopists acquiring CET tilt series adjust the defocus to optimize the trade-off between contrast and resolution attainable to the first zero of the CTF, so no correction is needed afterwards. In single particle, where hundreds of images are taken at zero tilt, estimating the CTF is possible through averaging. The most common approach is to parametrize the CTF following the weak-phase and weak-scattering approximation introduced in Section 2.1 [ZPSF97, LBC99] and present the user with a GUI that allows one to tweak the parameters until a fit to an averaged power spectrum of the data is
achieved. Then, phase-flipping operation [PEA07] or Wiener filter [FLC06] is used to correct each projection. In the past few years, there have been attempts to extend some of these ideas to TEM tilt-series [FLC06, XMS+09], although the results depend on the SNR of the images.

2.3.5 Three-dimensional reconstruction

Once the images have been aligned, obtaining a 3D density map can be formulated similar to other imaging modalities such as X-rays or CT scans. Standard techniques such as weighted backprojection (WBP), algebraic reconstruction technique (ART) and simultaneous iterative reconstruction technique (SIRT) have been implemented in different software packages to generate high resolution 3D density maps [Mas97, NFL+05, SMVM+04]. For cases where the first-order approximation of the microscope as a linear structure projector presented in Section 2.1 does not hold, such as large field tomography of plastic sections, advanced mathematical formulations based on algebraic geometry have been introduced [LBPE06]. These approaches correct for non-linear effects present in the images by prolonged exposure to electron beam radiation using inverse Radon transform of curvilinear projections. All the methods for reconstruction depend on a high accuracy sub-pixel alignment to obtain a high resolution density map.

2.3.6 Data analysis

The term data analysis is generally applied to any post-processing operation that uses the datasets to provide information to the users from a large set of voxels, and includes fields such as visualization, segmentation, denoising or template matching. Usually, users are interested in very specific information from each tomogram that can be encoded efficiently. However, several reasons make the extraction of information challenging. The first obvious one is the fact that CET density maps have low SNR, since a reconstruction from a 100+ noisy projections is still noisy. Second, from the Projection-Slice theorem introduced in Section 2.2 we know that each projection represents a slice of the 3D density volume in
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Fourier space. Since for slab-like grid, such as the ones used in this work, the thickness of the sample increases as $1/\cos(\beta)$, where $\beta$ is the tilt angle of the specimen, at $\beta = 60^\circ$ the effective thickness of the sample has doubled. At this point, depending on the original thickness of the sample, almost no electron contributes to image formation. This limitation implies that in general we acquire data in a range well below $\pm70^\circ$ (Fig. 2.15). In Fourier space, that is equivalent to having a “missing wedge” of roughly 25% of the data. This effect blurs the 3D reconstruction in the direction of the electron beam, affecting different features depending on the orientation of the objects inside the 3D volume. Thus, the same structure can look very different depending on its relative orientation with respect to the missing wedge (Fig. 2.15). Different acquisition schemes, such as dual-axis tilt [Mas97] or conical tomography [LCB+05], have been developed to fill the Fourier space better given the tilting limitations. However, due to the dose limitation factor and the large thickness of whole bacterial cells, these approaches are not commonly used in the CET samples presented in this thesis.

Third, any biological structure is flexible and might exist in different conformational states (Fig. 2.16). Therefore, there is an intrinsic variability in the data that contains relevant biological information and needs to be differentiated from the noise explained above. Proposed approaches [LWR+06, IMF+05, PYFS06] to distinguish noise from real significant variation are based on collecting enough samples of similar structures, aligning them with respect to each other and perform classification to obtain different conformational states. Until recent years, the amount of samples needed to perform these studies was out of practical reach due to the high noise in the images. Real high-throughput tomography allows us to collect more samples for each experiment, facilitating the incorporation of heterogeneity in structural models.

Fourth, a standard whole cell CET volume is recorded using a 2Kx2K or 4Kx4K CCD device for 100+ projections. Considering a common sampling of 1nm/pixel and an average thickness of 500nm, we obtain a volume with 4096x4096x500 voxels in float precision occupying 32GB of memory. Thus, any 3D exploration or computation in such
Figure 2.15: Top left: figure from [LCB+05] to represent how Fourier space is filled with each projection. In single axis tomography we have a “wedge” of missing data, which blurs features in the direction parallel to the optical axis. Top right: 2D synthetic example of missing wedge effect. Different features are blurred for different orientations of the missing wedge: top image shows no eyebrows while bottom image shows no hair threads. Bottom: cross-Section of a *Caulobacter crescentus* tomogram. Features of cell wall elements disappear on top and bottom of the image due to the blurring caused by the missing wedge.

A large volume needs to be efficient in order to be implemented in practice. In practice, there are several strategies that facilitate handling large datasets. For example, most CET labs have computer clusters to allow parallel computations over multiple datasets. Also, stacks of the same tomogram at different resolution levels (pyramids) help reducing the analysis time using a coarse-to-fine approach. It is also important to incorporate as much prior information as possible from other sources such as biochemistry, X-ray or light microscopy to reduce the search space in each dataset.

Finally, one of the main advances in light microscopy has been the possibility of labeling targeted structures using different fluorescent markers [Phi01]. Labeling simplifies
image analysis tasks such as localization and expression level measurements. Several attempts [HJB09 SAK+07 LAS+08 EISH09] have been made to introduce heavy atom labels such as nanogold particles into bacterial specimens to facilitate localization of targeted structures. However, most of them have been at best moderately successful. That generates the necessity to develop image based localization and alignment techniques using low contrast biological structures as features, which produces large uncertainties. Any new method needs to take this uncertainty into consideration before making final decisions.

Given that until recently it was hard to obtain large numbers of images for the same experiment, it was feasible for biologists to try to analyze each dataset by hand. Real high-throughput tomography is changing the CET panorama because it is increasing the need to automate the data analysis phase, since the amount of data that needs to be processed is increasing exponentially. Many experiments are now limited by data analysis and not by data collection. On the other hand, with the increasing number of datasets we can start to use a number of powerful statistical processing methods to aid image analysis, which also makes automated data analysis more feasible.

As stated above, image alignment is one of the first bottlenecks in the CET pipeline to achieve this automation. In this thesis we will see how we can leverage existing probabilistic frameworks from fields such as computer vision and computer graphics to remove
this bottleneck. Moreover, we will show how similar techniques can be applied for data analysis to combine thousands of tomograms to obtain higher resolution volumes in a similar way as is done in single particle. The next section presents related work in image alignment to show the strengths and weaknesses of different approaches with respect to the characteristics and challenges of CET images explained above.

2.4 Related work in image alignment

High accuracy image alignment between CET images is critical to obtain high-resolution structural information. For example, alignment of 2D projections directly affects tomogram resolution; and alignment of 3D volumes allows to obtain better resolution structures through averaging. However, we have seen that the alignment task is challenged by noise, missing wedge and heterogeneity. Moreover, we do not have ground truth of the structures we are looking for, which poses a problem during validation. Most of the alignment or template matching in CET uses some sort of cross-correlation-like measure to find optimal matches \cite{BSL+08, OFK+06, WLR+09} in an exhaustive search among all possible rigid transformations (translations and rotations). Using standard techniques such as coarse-to-fine search or exploiting symmetry reduce the computational time. The main issue remaining is the fact that high noise and missing data provide many false positives when comparing two structures. In this thesis, we exploit local spatial correlations and sparsity to increase accuracy and robustness of alignment procedures in CET images. Spatial correlations help disambiguating all the possible matches coming from template matching to impose coherence between neighboring features. Sparsity helps finding a representation of the signal with fewer coefficients, which facilitates detection in low SNR environments.

This section presents a brief summary of work in image alignment related to the techniques presented in this thesis.
2.4.1 Alignment using the whole image

We can try to calculate the transformation that registers image A into image B by minimizing a dissimilarity score or metric between all the gray values in an image. This approach can be expressed mathematically as follows:

\[
\arg\min_f \sum_{i,j} \rho(I_A(i,j), I_B(f(i,j))) \text{ for 2D images} \tag{2.25}
\]
\[
\arg\min_f \sum_{i,j,k} \rho(I_A(i,j,k), I_B(f(i,j,k))) \text{ for 3D volumes} \tag{2.26}
\]

where \(\rho\) is the dissimilarity measure between gray values. Popular dissimilarity measures include mutual information [VV95] and cross-correlation [Guc82]. \(f\) represents the transformation between two datasets, and its parametrization is crucial to define which distortions are allowed between images [CHH04]. For example, in the 2D case of CET tilt series, an affine transformation should be sufficient because the size of the sample is very small in comparison with the focal distance. Therefore, we do not need to consider perspective effects and we can model \(f\) as follows:

\[
f(i,j) = (a \cdot i + b \cdot j + u, c \cdot i + d \cdot j + v) ; a, b, c, d, u, v \in \mathbb{R} \tag{2.27}
\]

This approach is chosen to perform the coarse alignment of CET images. However, there are three main issues: first, CET images are low contrast and alignment using the whole image does not deliver subpixel accuracy to obtain optimal resolution reconstructions. Second, the error propagates along the tilt series because we just align each pair of images sequentially. Third, in thick samples, transformations estimated from 2D projections are not enough to correct for all possible distortions introduced by the microscope lenses, the electron trajectories through the specimen and the specimen shrinkage itself.
In the case of registering 3D CET volumes, we usually restrict \( f \) to rigid transformations to reduce the large search space. Moreover, low SNR and missing wedge present challenges for non-rigid registration approaches. In Chapter 4 we will show how to define \( \rho \) to make it more robust against CET challenges.

### 2.4.2 Alignment using points of interest and local descriptors

One way to overcome some of the limitations exposed above is to align images based on common landmarks: instead of comparing every pixel, we try to find prominent features in image A and correspond them to prominent features in image B. Once we have the correspondence, we can find the parameters of the transformation \( f \) using optimization techniques. Therefore, the key point is to find the features and to be able to compare them.

The list of possible interest point detectors and descriptors is too large to summarize here. However, edges and corners [HS88, MFM04] are among the most popular ones for natural images. Descriptors based on local histograms of intensities around each feature [Low04, MS05, TM08] have proved to be computationally efficient and highly discriminative, which prunes the number of possible corresponding points between images. These descriptors are also robust to change in scale, orientation and illumination between images.

Once we have possible correspondences, the most common approach uses RANdom SAmple Consensus (RANSAC) [FB81] to robustly estimate \( f \) even in the presence of outliers. Briefly, we sample \( P \) features from image A and match them to similar landmarks in image B, where \( P \) is the minimum number of points to estimate \( f \) (3 in the case of affine transformations). Then we compute the residual error of the estimated \( f \) with respect to the given set of points. If we repeat the process multiple times using random sampling with replacement on the selected \( P \) points, we are guaranteed to find an optimal solution with a certain probability. From all the trials we choose the one with the lowest residual error.

In tilt CET series we can detect points of interest using a gold bead template. However,
we can not discriminate between different landmarks because all the gold beads look the same. The only possible distinction is isolated markers versus group of markers (Fig. 3.6), although this distinction does not prune enough the number of possible correspondences to make RANSAC a feasible approach. In CET volumes similar salient features might look different due to low $SNR$ and missing wedge effects, which ruins the performance of standard local descriptors.

2.4.3 Alignment using Markov Random Fields

Anguelov et al. [AScPK04] and Coughlan and Ferreira [CF02] present a probabilistic formulation of the alignment problem for deformable shapes such as range laser scans of human bodies and hand-written letters respectively. Both references effectively define a probability distribution over the set of possible correspondences and search for high probability assignments as good solutions. Using probabilities as a mathematical tool to quantify uncertainty has proved very useful in many image processing and pattern recognition tasks because it does not disregard information by making decisions in intermediate steps. However, the improvement comes at the price of an exponential increase in complexity. Both Anguelov et al. and Coughlan and Ferreira use graphical models, and in particular Markov Random Fields ($MRF$), to model the probability distributions and reduce the complexity without sacrificing performance. The approach presented in this thesis follows a very similar probabilistic framework for the alignment of CET images. In this section, we will give a brief introduction to $MRF$ and how they have been successfully applied to alignment problems. The reader is referred to books by Jordan [Jor98] and Koller and Friedman [KF09] for an in depth treatment of the subject. Chapter 8 in [Bis07] provides a good introduction to the topic for a first time reader.
Markov Random Fields

The introduction from [Jor98] provides a qualitative picture of the key ideas behind graphical models: “Graphical models, a marriage between probability theory and graph theory, provide a natural tool for dealing with two problems that occur throughout applied mathematics and engineering—uncertainty and complexity. In particular, they play an increasingly important role in the design and analysis of machine learning algorithms. Fundamental to the idea of a graphical model is the notion of modularity: a complex system is built by combining simpler parts. Probability theory serves as the glue whereby the parts are combined, ensuring that the system as a whole is consistent and providing ways to interface models to data. Graph theory provides both an intuitively appealing interface by which humans can model highly interacting sets of variables and a data structure that lends itself naturally to the design of efficient general-purpose algorithms.”

The goal is to decompose probability joint distributions into a product of local distributions (factorization) to perform probabilistic queries more efficiently. Imagine we have a set of random variables \( X = (X_1, \ldots, X_N) \) and we want to characterize the joint probability distribution \( P(X_1, \ldots, X_N) \). In general, without any other information, this task is exponentially complex. However, if we know that only certain random variables directly interact with each other, we can try to decompose the joint probability as follows:

\[
P(X_1, \ldots, X_N) = \frac{1}{Z} \prod_C \psi_C(X_C) \quad \text{with} \quad \psi_C(X_C) \geq 0
\]

(2.28)

\[
Z = \sum_X \prod_C \psi_C(X_C)
\]

where \( Z \) is the partition function to normalize all the products and \( \psi_C \) represents a factor over a set \( C \) of random variables which are directly correlated to each other. Note that in general, each factor can not be interpreted strictly as a probability distribution, but as an encoding of preferred assignments of different sets of random variables.

A Markov chain is a simple example to illustrate the idea of factorization. Imagine
four random variables $\mathbf{X} = (X_1, X_2, X_3, X_4)$ representing a Markov chain. Using the chain rule for probability distributions we can decompose the joint distribution as follows:

$$P(X_1, X_2, X_3, X_4) = P(X_1)P(X_2|X_1)P(X_3|X_1, X_2)P(X_4|X_1, X_2, X_3)$$  \hspace{1cm} (2.29)

Thanks to the Markovian property, we can simplify the structure further, since we know that each random variable $X_i$ only interacts directly with its neighbors. Therefore, we have:

$$P(X_1, X_2, X_3, X_4) = P(X_1)P(X_2|X_1)P(X_3|X_2)P(X_4|X_3)$$  \hspace{1cm} (2.30)

In this simple case, we have four factors, one with cardinality of $|C|$ equal to 1, and three with cardinality of 2. Without the Markovian property the cardinalities would have been much larger, creating a more complex structure. This example of a Markov chain can also be captured graphically in a very intuitive manner (Fig. 2.17). Each node in the graph represents a random variable and we insert an edge only between random variables that appear together in some factor. In this case, the edges are only between adjacent random variables.

![Figure 2.17: Markov Random Field encoding a Markov chain over four random variables.](image)

In fact, following this procedure, we can associate a graph $G = (V, E)$ to any joint probability distribution $P(X_1, \ldots, X_N)$ that factorizes as shown in Eq. (2.28). Each node $V_i$ represents the random variable $X_i$ and we insert an edge $E_{ij}$ between $V_i$ and $V_j$ if and only if a factor $\psi_C$ contains $X_i$ and $X_j$. If there is a cause-effect relationship between random variables, the edges are directed to encode this information. In this case, we...
call the graphical model a Bayesian Network. If the factors only encode preferences or constraints between random variables, the edges are undirected, and we call the graphical model Markov Random Field (MRF). In this chapter, and in the rest of this thesis, we explain and use the formalism of MRF to encode preferences coming from image features and local spatial correlations.

At the core of the factorization of probability distributions resides the notion of conditional independence: we say that $X_i$ and $X_j$ are independent given $X_k$ if and only if $P(X_i, X_j | X_k) = P(X_j | X_k)P(X_i | X_k)$. This concept formalizes the idea of whether two random variables are directly interacting with each other. Fig. 2.18 shows how this notion can be read directly from an MRF: given a random variable in the node $V_k$, two random variables in nodes $V_i$ and $V_j$ are conditionally independent if after removing all the edges connected to $V_k$ there is no path connecting $V_i$ to $V_j$.

One more advantage of MRF is the amount of research that has been devoted to solve typical inference queries in joint probability distributions that factorize as shown in Eq. (2.28). We refer to inference in the graphical model when we perform any query on the joint probability distribution. One common inference task is to find the joint Maximum A
Posteriori (MAP) assignment, which can be formulated as solving the following problem:

$$\arg\max_{X_1, \ldots, X_N} P(X_1, \ldots, X_N)$$  \hspace{1cm} (2.31)

Even with the factorization form in Eq. (2.28), finding the MAP assignment is still NP-hard for a general MRF containing loops in the graph. However, efficient methods to find approximate solutions have been used in practice with great success. Reviewing all of them is beyond the scope of this background chapter, but some common methods include the max-product variants of message-passing algorithms \cite{YFW03}, graph-cuts \cite{KZ04, BVZ01, BK04} and linear programming relaxations \cite{SMG+08, KKT09}. In the case of graphs with tree-like structures, such as the Markov chain in Fig. 2.17, these methods return the exact solution.

Another important inference task is to find the marginal distribution for each random variable $X_i$. In this case, the problem can be formulated as follows:

$$P(X_i) = \sum_{X_{ij} \neq i} P(X_1, \ldots, X_N) \hspace{1cm} i = 1, \ldots, N$$  \hspace{1cm} (2.32)

Again, even with the factorization form in Eq. (2.28), calculating marginal distributions is still an NP-hard problem for a general MRF containing loops in the graph. However, the sum-product variants of message-passing algorithms have proved very successful in different real-world applications and it is exact in graphs containing a tree-like structure. Notice that computing marginals is a very different type of query than finding the MAP assignment. One could think of computing all the marginals and then selecting the assignment with highest probability for each random variable. This selection can result in a very different answer than a MAP query, since the latter computes a global assignment that maximizes the joint probability for all the random variables at once. Therefore, it is important understand which information we want to extract from the distribution.
Related work for alignment

Once we have the MRF framework that provides and the relationship between graph and factors of the joint probability distribution, and the tools to query these probability distributions, we need to define three aspects that are problem-specific: the structure of the graph $G$ that encodes the conditional independence relations between random variables; the factors $\psi_C$ that encode the constraints or preferred assignments for different subsets of random variables, and the queries that we want answer from the joint probability distribution. As mentioned above, in this thesis we use an MRF framework to solve alignment problems similar to the one used by Anguelov et al. [AScPK04] and Coughlan and Ferreira [CF02], which we will describe in the following paragraphs.

Anguelov et al. present an unsupervised algorithm for registering 3D surface scans of body shapes undergoing significant deformations. The objective of the task is to find point-to-point correspondences between two triangulated meshes computed from the surface scans. Each random variable $X_i$ for $i = 1, \ldots, N$ represents a point in mesh A and the set of possible assignment $X_i = \{x_1, \ldots, x_M\}$ represents all the points in mesh B. They optimize the joint probability $P(X_1, \ldots, X_N)$ to find the correct correspondence.

Coughlan and Ferreira present a similar approach to detect and localize deformable shapes in 2D grayscale images. In particular, they show results for hand writing recognition. There, each random variable $X_i = (p_i, \theta_i)$ encodes a point $(p_i)$ and a normal orientation $(\theta_i)$ in a prior shape learned from training examples. The set of possible assignments $X_i = \{x_1, \ldots, x_M\}$ represents all the pixels in the gray scale image where $X_i$ could be assigned. One of the advantages of framing alignment as an optimization problem over a joint probability distribution is that we are performing a more global search over the set of possible correspondences than the RANSAC greedy approach described above.

Both [AScPK04] and [CF02] use an MRF model that contains only singleton and pairwise factors to model the joint distribution. This subset of MRF is found in many contexts because of its simplicity and the practical ability to capture sufficient dependencies to solve
the problem. In this case, Eq. (2.28) reduces to:

\[
P(X_1, \ldots, X_N) = \frac{1}{Z} \prod_{i=1}^{N} \psi_i(X_i) \prod_{(i,j) \in E} \psi_{ij}(X_i, X_j)
\]  \hspace{1cm} (2.33)

Also, both approaches use variants of the sum-product algorithm to perform approximate inference and calculate the marginals for each random variable. In both cases, they show empirically that selecting the highest probability assignment for each marginal suffices to obtain good results. The main difference between the two methods are in the definition of the singleton and pairwise potentials. We will describe them in the following paragraphs in more detail since they contain ideas that inspired the work presented in this thesis.

Anguelov et al. approach is unsupervised. Therefore, the singleton potentials try to capture whether a local region around a point in mesh A is similar to a local region in a point in mesh B. For this purpose the authors use spin images [JH99], since they have proved very effective for this kind of local discriminative description in 3D meshes. However, singleton potentials alone are not discriminative enough to establish correct correspondences. For example, one can imagine that the shape of the surface around the chin is very different from the one around the shoulder but similar to the one around the nose. The pairwise potentials enforce geometric constraints between adjacent points to improve correspondence. Edges in the MRF are only added between points that are close by in the human body. One of the key insights from Anguelov et al. to improve alignment results was using geodesic distances along the body surface instead of Euclidean distances to prune possible correspondence assignments, which it is easy to encode using the MRF framework. For example, even if a hand is close to the hips, they are far apart going along the surface and the framework encodes that information removing edges between locations in the hands and locations in the hips. Once we have the edges, the values of the pairwise potentials are based on local deformations: if in mesh A we need a certain amount of stretching and twisting to fit the local surface coordinates between two adjacent
points, the amount of stretching and twisting needed in the pair of corresponding points in image B should be very similar. These pairwise constraints are similar to the ones use in Chapter 4.

The approach by Coughlan and Ferreira is very similar but adapted to 2D deformable shapes. Again, edges in the MRF are only considered between landmarks in the shape that are close to each other. The singleton potentials values are calculated from an edge map for $p_i$ and from an orientation map for $\theta_i$. Briefly, pixels belonging to an edge are more likely to be part of handwritten character, and certain orientations are also more likely to belong to certain characters. As in Anguelov et al., the pairwise potentials impose consistency constraints between adjacent points in the shape. In particular, the relative orientation and the relative position between two points has to be similar to the one estimated in the training set. These pairwise constraints are similar to the ones presented in Chapter 3.

We have seen that the definitions of singletons and pairwise factors is different for each problem and it is one of the key problems to address to obtain good solutions. In other words, since the factors define the probability distribution, if they do not contain meaningful information, finding the high probability assignments of the joint distribution is not going to return any meaningful solution. In the following chapters, we will present how we can use the MRF framework for alignment of CET images, one of the bottlenecks in the current CET pipeline. In particular, the main challenge is to define appropriate singleton and pairwise factors targeted to solve the problem in 2D (Chapter 3) and 3D (Chapter 4). Along the text, but especially in Chapter 5, we will present results to show the strengths and weaknesses of such a probabilistic framework in the context of CET.
Chapter 3

Automatic alignment of CET tilt series

Reviewing the CET pipeline in Fig. 2.12, the current bottleneck for real high-throughput tomography is the alignment process. We need to automate the alignment of 2D projections using gold fiducial markers if we want to increase the number of datasets available for data analysis.

Alignment is the process that obtains the projection maps from the 3D sample space to the 2D image space. These projection maps are necessary to reconstruct 3D density volumes [Law92, PMBF95] since they represent how each point in the sample has been projected in each image. Typical models solve for shifts, rotations and magnification changes that occurred during the data acquisition phase. Once we have the projection maps we can estimate the 3D density volume that generated all the projections. The reconstruction quality can only be as good as the alignment accuracy permits. Thus, it is important to perform the best possible alignment.

The main idea behind alignment is to identify and track common features across different projections. Once we have these correspondences, we can estimate the parameters of the projection maps by solving a fitting problem via different optimization techniques. Reconstructing a 3D scenario from multiple 2D projections is a common problem in vision...
algorithms. Most of this literature can be found by searching for structure from motion algorithms in computer vision \[HZ04,TV98,MSKS03\]. However, the low signal-to-noise ratio (SNR) present in CET samples presents a challenge for tracking methods used in this field.

In this chapter, we describe a new approach using Markov Random Fields (MRF) to automatically align CET tilt series with low SNR. We apply this approach to align images using gold fiducial markers as high-contrast point-like features to guide the tracking, which is the most widespread type of alignment in CET samples. Since gold particles are spherical, their projection looks like a disk from any angle, and their center always represents the same 3D point in the sample, which makes them ideal features to track.

The topics presented in this chapter are based on content published in [AMC+08] and incorporated into the RAPTOR software package.\(^1\)

Fig. 3.1 shows a block diagram describing in more detail the basic alignment pipeline. Here is a brief description of each step:

**Pre-processing:** Some basic image pre-processing usually includes hot pixel deletion from the charge-coupled device (CCD) and denoising to help detecting features. The denoised images are only used during the alignment but not for reconstruction.

**Coarse alignment:** Automatic data acquisition packages have become very reliable. However, raw tilt series can still contain large shifts and rotations. In general, it is advisable to correct for shifts and rotations using cross correlation between adjacent images \[Guc82\]. After this step, we can assume that markers have a smooth trajectory from image to image. For example, in the common single-axis tilt acquisition, markers travel roughly on straight lines perpendicular to the tilt axis.

**Detect features of interest:** Once we have templates of the features we want to find, we need to detect those features in multiple images. The most common technique

---

\(^1\)RAPTOR is joint work with Farshid Moussavi and it is presented here as a whole to keep ideas in perspective. Even if it is hard to separate the work load in two parts, the methodology presented in Section 3.3 was led by Farshid Moussavi and Section 3.4 was led by Fernando Amat.
**Figure 3.1:** Alignment pipeline. There are three main steps to align CET samples: detection of features of interest, correspondence of those features across different images and fitting of projection maps. Typical approaches iterate these three steps to improve results.

is to take a patch around the feature and perform the search in other images using cross-correlation. Due to high noise in CET images it is not uncommon to have many false detections. Contextual information is then used to sort out true from false positives.

**Correspond features between images:** This is a key step in the alignment process and will be one of the main focuses of this chapter. Robust methods are critical here to increase success rate in the process.

**Fit projection maps:** Given the 2D location of each feature and the correspondence, we can fit a model of how points in 3D are projected into 2D images. Usually, this step is iterated with the correspondence step to add robustness.

### 3.1 Notation

Chapter 5 by Frank [Fra06] contains a very detailed description of the possible projection maps that can be used for alignment. We will follow its notation for consistency. Here is a summary of the most relevant elements: the nominal beam axis of the electron microscope is the z-axis. 3D coordinates are notated as $r_j = [x_j, y_j, z_j]^T$ and 2D image coordinates are...
in the projections as \( p_{ij} = [u_{ij}, v_{ij}]^T \), \( i = 1 \ldots n_P \), where \( n_P \) is the number of images and \( j = 1 \ldots n_T \) is the number of features identified in the sample.

Rotations are defined using Euler angles as follows:

\[
R_x(\alpha) = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos(\alpha) & -\sin(\alpha) \\
0 & \sin(\alpha) & \cos(\alpha)
\end{pmatrix}
\]

\[
R_y(\beta) = \begin{pmatrix}
\cos(\beta) & 0 & \sin(\beta) \\
0 & 1 & 0 \\
-\sin(\beta) & 0 & \cos(\beta)
\end{pmatrix}
\]

\[
R_z(\gamma) = \begin{pmatrix}
\cos(\gamma) & -\sin(\gamma) & 0 \\
\sin(\gamma) & \cos(\gamma) & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

Following this notation, the projection map for a single image that approximates the electron microscope as a linear structure projector \([\text{Fra06}-\text{ch.3}]\) can be written as:

\[
p_{ij} = m_i \ P \ R_z(\gamma_i) \ R_y(\beta_i) \ R_x(\alpha_i) \begin{bmatrix}
x_j \\
y_j \\
z_j
\end{bmatrix} + \begin{bmatrix}
\Delta u_i \\
\Delta v_i
\end{bmatrix}
\]

where \( m_i \) is a scaling factor to account for changes in magnification between images, \( d_i = [\Delta u_i, \Delta v_i]^T \) represents the image shift with respect to a reference center in the \( CCD \) and \( P = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \) is a projection matrix.

The most common acquisition geometry in \( CET \) is a single-axis tilt series: \( \gamma \) is taken to be a constant in-plane rotation of the tilt axis and the user changes \( \beta \) incrementally to generate the tilt series. \( \alpha \) is non-zero only if we suspect that the tilt axis is not perpendicular to the optical axis. Unless stated otherwise, the descriptions presented in this chapter refer to data acquired following single-axis schemes.
3.2 Challenges in CET projections of tilt series

When the sample contains fiducial markers, we are looking for high contrast disks of a particular diameter. We generate the gold bead template by averaging a few of them selected from the CET sample itself (Fig. 3.2), since all gold beads should look similar from any projection. Then, normalized cross-correlation (NCC) is used for the template matching to avoid errors due to change of illumination from image to image. As a rule of thumb, it is desirable that markers are at least 8 pixels in diameter in each image. Otherwise, detection can be difficult due to high noise in CET images.

There are several problems that need to be taken into account during the marker detection process:

Contrast reduces with thickness: Fig. 3.3 shows a clear example of how sample thickness affects contrast in CET images. As explained in Section 2.3, in single-axis tilt acquisition, thickness increases as $1/\cos(\beta)$. At high tilt angles, marker detection can be difficult even for the human eye.

Markers tend to cluster: Fig. 3.3 shows a typical example of a cluster of markers. In that situation it is difficult to distinguish the center of each individual marker and to avoid mistakes when corresponding markers from image to image. As a rule of
Markers might have low NCC scores: marker appearance can change from one image to the next and even from different regions in the same image. High NCC scores always correspond to real markers, but low NCC scores might be false positives or real markers. Therefore, using only the NCC score does not give a clear indication of good matching. We need extra information (context) to discern good matches.

Occlusion: markers can disappear in some images due to occlusion from another object in the sample or because they are out of the field of view after tilting the sample. Therefore, the system has to account for the fact that some markers might not be found in some images.

Adding contextual information to the template matching is critical to make the detection process robust. The main idea is that because marker projections come from approximately a rigid body motion, their spatial location in contiguous images is highly correlated. The next section describes how we add this information in a probabilistic framework.

3.3 Pairwise image correspondence with MRF

Our task is to find a marker in an image that correspond to each marker in the current image. To show how local context helps, one only needs to think about mapping stars between two different nights (Fig. 3.4). At one extreme, we could attempt to solve the correspondence of all the stars simultaneously. This approach is very complex since we need to think about all the stars at once. The other extreme, trying to locate each star in isolation is also difficult because stars look too similar to each other (Fig. 3.4A). A good compromise solution is to break the sky up into constellations, locate each one for each night, and then build the global map based on these local mappings (Fig. 3.4B; it is difficult to mistakenly find another big dipper). Intuitively, once given a stars constellation,
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Figure 3.3: (A) Example of the same gold bead at different tilt projections. The contrast declines in higher tilt angles due thickness increment. (B) Example of gold markers clumping together. This makes it difficult to find all the centers and correspond each individual marker from image to image. Gold beads are 10nm in diameter. Image by Luis R. Comolli at Lawrence Berkeley Laboratory, California.

there is little information to be gained about that star from all the other stars in the sky. This intuition can be mathematically captured using $MRF$, which is the underlying mechanism of the method presented here. Actually, we will show that only looking at all possible pairwise interactions between nearby stars, is sufficient in our case to obtain a good solution to the correspondence problem.

3.3.1 Probabilistic framework

Let $I_1$ be the reference images and $I_2$ be the candidate image. Also, let $A = \{A_1, \ldots, A_M\}$ be the set of markers detected in $I_1$ and let $B = \{B_1, \ldots, B_K\}$ be the set of markers detected in $I_2$. We have $M$ markers $A_i$ for $i = 1 \ldots M$ in the reference image to correspond to a list of $K$ candidate markers $B_j$ for $j = 1 \ldots K$ in the candidate image. Typically, $K$ is taken to be 3 to 4 times larger than $M$ to avoid missing possible correspondences. The markers $A_i$ can be either from raw or prealigned images, and can also incorporate any coarse projection model information if that is available.

We treat each $A_i$ as a random variable that can take a value in the set $B \cup \{\emptyset\}$, where $\emptyset$ indicates that marker $A_i$ has no correspondence in the second image. This detail is very important to tolerate outliers. Our goal is to define the joint distribution
Figure 3.4: Local correspondence for one pair of images. (A) Finding the correspondence by looking at a single marker is difficult since it requires identifying a marker in the reference image and choosing one of several (quite similar) candidates in a nearby neighborhood in the candidate image. (B) On the other hand, if a group of markers is considered at a time, the contextual information (e.g., the Big Dipper pattern) can be exploited to find a more reliable correspondence. (C) To represent this context when finding correspondence, we represent local relationships as a dependency graph for MRFs. One possible dependency graph is shown here for the MRF formed by the 6 markers in panel (B).

\[ P(A_1, \ldots, A_M | I_1, I_2) \] that assigns a probability value for each possible assignment of the markers in A. In particular, high probability assignments should indicate good correspondence between elements of A and \( B \cup \{ \emptyset \} \). Therefore, we want to find the assignment that maximizes the following joint distribution:
\[ A^* = \arg\max_{A_i} P(A_1, \ldots, A_M | I_1, I_2) \] (3.5)

We use the MRF formalism presented in Section 2.4.3 to model the conditional probability between random variables in \( A \): a pair of markers depend on each other directly, i.e., have an edge in the graph, if they are within some distance in the 2D projection. A graphical example of such a construction is shown in Fig. 3.4C and 3.5. To further contain computational complexity, we limit our factors to be over at most two markers. This construction factorizes the joint probability as follows:

\[ P(A_1, \ldots, A_M | I_1, I_2) = \prod_{i=1}^{M} \psi_i(A_i) \prod_{(i,j) \in \epsilon} \psi_{ij}(A_i, A_j) \] (3.6)

where \( \psi_i \) is the singleton potential or data term, and encodes how likely the candidate marker \( B_r \) matches the reference \( A_i \) using information only about the reference itself. \( \psi_{ij} \), the pairwise potential, encodes how likely it is that a pair of linked reference markers \( A_i \) and \( A_j \) match a pair of markers \( B_r \) and \( B_s \) in the candidate image. These potentials are described in the coming subsections.

![Figure 3.5](image)

**Figure 3.5:** Blue points indicate putative location of markers in image A. Yellow stars indicate the same for image B. Left: when only looking at a local neighborhood it is easy to make correspondence mistakes. Middle: correspondence is clear looking at the two datasets. Right: construction of the MRF graph to perform inference.

Even with the factorized distribution, exact inference of marginal and conditional
probabilities needed for correspondence is NP-hard. In this thesis, we use a variant of Loopy Belief Propagation (LBP) [EMK06] that has fast convergence properties to solve the problem. LBP is an approximate inference method that has been shown to converge to good results for MRF problems in imaging applications [MWJ99] and in correspondence problems in particular [TKR08]. For a detailed description of LBP the reader is referred to [Bis07, YFW05].

3.3.2 Singleton potentials

The singleton potential is based on physical similarity, and is calculated by cross-correlating a square patch of fixed size centered at a marker extracted from the reference image with the same size patch centered at the candidate marker (Fig. 3.6). This score is then multiplied by an exponential roll-off factor which is a function of distance from the center of marker $A_i$ to candidate marker $B_j$. More formally:

$$\psi_i(A_i = B_r) = NCC(A_i, B_r) \cdot f_{\sigma_1}(x_i, x_r)$$  \hspace{1cm} (3.7)

$$f_{\sigma}(\vec{x}, \vec{y}) = \exp\left\{-\frac{1}{2} \frac{||\vec{x} - \vec{y}||^2}{\sigma^2}\right\}$$

where $NCC$ is the normalized cross-correlation between the two patches around the markers, $x_i$ is the position vector of the marker represented by $A_i$ and $x_r$ is the position of the marker represented by $B_r$. The exponential roll-off is just a function to disregard impossible correspondences between markers that are in opposite sides of the image. $\sigma_1$ measures the expected maximum shift between adjacent images: if images are perfectly prealigned, then $\sigma_1$ should correspond to the maximum displacement of a marker in a tilt series ($\sigma_1 = 0.5 \cdot 2048 \cdot (\cos(65^\circ) - \cos(63^\circ)) = 32$ pixels for a 2Kx2K CCD with maximum tilt of 65°). In practice, as we discuss below, $\sigma_1$ is not a critical value and a value equal to 1/4 of the image size for raw datasets and 1/8 for prealigned images delivers good results.
Figure 3.6: Example of computation of singleton potentials using NCC. The template matching helps differentiating between clustered markers and isolated markers to guide the approximate inference.

### 3.3.3 Pairwise potentials

The pairwise potential is based on relative orientation and position between two markers (Fig. 3.7). Defining vector $\vec{v}_{ij} = x_i - x_j$, and vector $\vec{v}_{rs} = x_r - x_s$, the difference vector, $\vec{v}_{ij} - \vec{v}_{rs}$ is a measure of the relative motion between marker $i$ and marker $j$ between the reference image and the candidate image. Formally, we can define this as follows:

$$
\psi_{ij}(A_i = B_r, A_j = B_s) = f_{\sigma_2}(v_{ij}, v_{rs}) \cdot f_{\sigma_1}(x_i, x_r) \cdot f_{\sigma_1}(x_j, x_s)
$$

The main assumption in Eq. (3.8) is that two adjacent images represent similar projections. Therefore, the relative position between neighboring markers should be similar. This spatial constraints are applicable to different acquisition schemes besides single-axis tilt, since they make no assumptions about the projection model.

As in Eq. (3.7), $f_{\sigma_1}$ disregards impossible correspondences. The reason to include this effect in both the singleton and pairwise potentials is empirical. During the development of RAPTOR, we tested correspondence results for different pairs of images from the datasets shown in Fig. 3.14 including $f_{\sigma_1}$ only in the singleton potentials or double counting the roll-off factor by including it in the pairwise potentials. We found that if we do not double count $f_{\sigma_1}$, then the parameter $\sigma_1$ needs to be adjusted for different datasets to deliver optimum results. However, if we double count $f_{\sigma_1}$, markers with more neighbors around them will have a tighter roll-off constraint, because they have higher number of edges in the MRF. In practice, this effect allows to set $\sigma_1$ constant for all datasets without
Figure 3.7: Left: example of pairwise potential using relative position constraints. If marker $A_i$ and marker $A_j$ have positions $x_i$ and $x_j$ respectively, we can define the vector $\overrightarrow{v_{ij}} = x_i - x_j$. Then the vector between marker $B_r$ and marker $B_s$ should be within the orange ball if $A_i$ to $B_r$ and $A_j$ to $B_s$ generates a good correspondence. Right: 2D histogram of vectors $\overrightarrow{v_{ij}} - \overrightarrow{v_{rs}}$ obtained from 10 tilt series aligned by hand using IMOD [KMM96]. Colormap represented in logarithmic scale due to large number of samples. Statistics provide estimates for $\sigma_2$ parameter in 2Kx2K images.

sacrificing performance.

The only thing left is to set a value for $\sigma_2$. This parameter represents a stiffness constraint if we understand the MRF as a graph with springs attached between neighboring pixels. In other words, it models how much deformation we are willing to tolerate between images. We can use previously aligned tilt series to estimate the value of $\sigma_2$. Fig. 3.7 shows statistics taken from 10 datasets from a 2Kx2K CCD camera at 20,000X magnification. We can measure the covariance matrix from the histogram $\Sigma = \begin{bmatrix} 11.477 & 0.4928 \\ 0.4928 & 13.021 \end{bmatrix}$ and set $\sigma_2 = 0.5\sqrt{11.477 + 13.021} = 3.5$. It only needs to be changed if we deal with images of different sizes and different magnification. However, the CCD of most available manufacturers follows powers of two, so we just need to calibrate $\sigma_2$ for 1024, 2048 and 4096 sizes and a few standard magnifications used in CET.


3.4 Global correspondence

While the pairwise correspondence now makes use of all the markers in the two images, it still only considers two images at a time. To generate marker trajectories more robustly across the tilt series, we correspond each image with several of its following images. We use the redundant information both to allow trajectories to skip over a missing marker in some images, and to reduce the probability that a bad correspondence will affect the global trajectories.

3.4.1 Global trajectories

The first step towards global correspondence is to build trajectories. To do this we use a multi-level approach. The first level contains correspondences between the \(i\)-th image and the \(i+1\)-st image. The second level contains the correspondences between the \(i\)-th and the \(i+2\)-th image. We use up to 3 levels in images spaced up to 2 degrees apart because after that it is difficult to find correspondences due to the tilt difference between projections. We initialize the first trajectory as the first point in image 1 and level 1. We call this point \(p_{11}\). Local correspondence gives us the location of this trajectory in image 2, i.e. \(p_{12}\). Next, we try to find \(p_{12}\) in the local correspondence between image 2 and image 3. If we find it, that returns \(p_{13}\) and we repeat the process for this new location to find \(p_{14}\) (Fig. 3.8).

We use the extra levels in two ways. First, if a local correspondence for a track is missing due to occlusion or being outside the field of view, we look in the next level of the global correspondence to complete the track. For example, if we cannot find \(p_{13}\) from \(p_{12}\) in the first level, we try to find \(p_{14}\) from \(p_{12}\) in the second level, which contains local correspondence between image 2 and image 4. If we find \(p_{14}\), we continue the process for this new location to try to extend the trajectory (Fig. 3.9). If we do not find it, we try to find \(p_{15}\) from \(p_{12}\) in the third level, which contains local correspondence between image 2 and image 5. We iterate this process until the first trajectory can not be extended any longer, either because we reach the last image (full trajectory) or because one location can
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**Figure 3.8:** Schematic with two markers and four images to exemplify how RAPTOR builds global trajectories from pairwise correspondences. $p_{ij}$ represents the $i$-th in image $j$. Green edges indicate pairwise correspondences found between adjacent images (level 1). Red edges indicate pairwise correspondences found between the $i$-th image and the $i + 1$-st image (level 2). Level 3 is not shown for clarity. In the diagram presented in this figure, the first global trajectory would be \{p_{11}, p_{12}, p_{13}, p_{14}\} and the second would be \{p_{21}, p_{22}, p_{23}, p_{24}\}, since all the correspondences were found at level 1 and all level 2 correspondences verify the trajectory.

not be found in any level (partial contour). To create new trajectories, we use points in each level that have not been used in previous trajectories, since they are potential seeds of new trajectories.

**Figure 3.9:** Notation is the same as in Fig. 3.8. In the diagram presented in this figure, the global trajectory starting with $p_{11}$ is not straightforward because we are missing the marker at $p_{13}$ due to occlusion. However, we can still build the following trajectory \{p_{11}, p_{12}, \emptyset, p_{14}\} using the correspondences at level 2

Second, we also use the extra levels to add confidence in the trajectories, by using the redundant information contained in the local correspondences that have not been used in the first step. For example, suppose we found $p_{12}, p_{13}$ and $p_{14}$ using in the first step. We
can check this path against the local correspondence for \( p_{12} \) in image 4, which is contained in the second level (Fig. 3.10). Then, we count the number of times such comparisons fail in each trajectory and if this occurs more than 20% of the time of this particular trajectory, we drop the trajectory. Otherwise, we retain the consistent part of the trajectory.

![Diagram](image)

**Figure 3.10:** Notation is the same as in Fig. 3.8. In the diagram presented in this figure, the level 2 pairwise correspondences for \( p_{12} \) and \( p_{22} \) do not agree with the trajectories built using level 1 correspondences. In this case \( p_{14} \) and \( p_{24} \) are marked as an uncertain point in the trajectory.

Finally, only trajectories of certain length are kept to estimate the projection model. The length is selected automatically to assure that we have enough points in each image to estimate the projection model. As explained in the next section, the projection estimation is able to handle partial trajectories of any length across the tilt series. This is extremely useful at high tilt angle, where many markers are present in only a few images before disappearing.

### 3.4.2 Robust structure from motion

Once we have recovered trajectories across the whole tilt series, a linear projection model can be estimated to represent the transformation between the 3D location of the markers and their 2D projection in each image. The projection model finds a common origin of coordinates for all the images in order to align them.

We use convex optimization techniques [BV04] to estimate the linear projection model in Eq. (3.4). In particular, we solve the following minimization problem:
argmin \[ G_i, \Delta u_i, \Delta v_i, x_j, y_j, z_j \]
\[ \sum_{j=1}^{n_T} \sum_{i=1}^{n_P} w_{ij} \rho \left( p'_{ij} - G_i \begin{bmatrix} x_j \\ y_j \\ z_j \end{bmatrix} + \begin{bmatrix} \Delta u_i \\ \Delta v_i \end{bmatrix} \right) + \lambda \|G_i - G_0i\|^2_2 \] (3.9)

where \( p'_{ij} \) are the marker coordinates found by correspondence, \( G_i \) is a 2x3 matrix projection matrix and \( \Delta u_i, \Delta v_i \) are image shifts. The unknowns are the parameters of the microscope \( (G_i, \Delta u_i, \Delta v_i) \) and the 3D locations of the markers \( (x_j, y_j, z_j) \). The equation is clearly non-linear and non-convex in those unknowns. However, if we fix \( G_i \), Eq. (3.9) is linear and convex in the remaining unknowns, and vice versa. We can use an iterative scheme to solve only linear equations. First we solve for \( G_i \), and then we solve for \( x_j, y_j, z_j, \) and \( \Delta u_i, \Delta v_i \). We iterate this process until convergence. This method has been known for a long time in the optimization literature as alternate convex programming [KK05] and it gives similar performance as non-linear optimization methods with the advantage that is computationally simpler to solve.

The term \( w_{ij} \) in Eq. (3.9) contains the weights for each residual of the re-projection model to allow the incorporation of partial trajectories in the re-projection model estimation. If a point is missing in the j-th trajectory for the i-th image, it is assigned a weight \( w_{ij} = 0 \). Otherwise, we set \( w_{ij} = 1 \).

In order to keep the alternative convex programming as a linear optimization problem, we model \( G_i \) as a 2x3 matrix with no rotation restrictions and we impose regularization with respect to the ideal microscope pose. The term \( \lambda \|G_i - G_0i\|^2_2 \) in Eq. (3.9) performs the regularization. It indicates that the matrix \( G_i \) should not be very different from a given matrix \( G_0i \) which is set by the geometry of the microscope. The parameter \( \lambda \) indicates how much we penalize the fact that \( G_i \) deviates from \( G_0i \). \( \lambda \) has been tuned using cross-validation with different datasets and it is a fixed parameter.

The matrix \( G_0i \) that is used as the reference is \( G_0i = R_z(\gamma) \cdot R_y(\beta_i) \). This regularization allows the automatic alignment of images even in tilt series where very few markers are present, since it imposes constraints on the shape of \( G_i \). These constraints indicate that \( G_i \)
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should be close to a composition of rotations (at least for an ideal microscope). However, it does allow some flexibility to incorporate affine effects such as changes of magnification between different projections or skewing.

Finally, a crucial part of Eq. (3.9) is the cost function $\rho(r)$, which measures the error between the trajectory given by global correspondence and our re-projection model. The definition of $\rho(r)$ has a great effect in the estimation of the re-projection model. All the existing alignment methods use $\rho(r) = r^2$ [LBPE06, BHE01, KMM96] except for [BZ06]. This quadratic error measure establishes that the solution to Eq. (3.9) is the well-known least-squares problem. However, it is also well-known in the optimization literature that least-squares methods are not robust to outliers. Even a single error in a trajectory can bias the entire re-projection model. Thus, a more robust penalty function is used in this thesis. We use what is known as Huber penalty function [Hub81] in robust statistics and is defined as follows:

$$\rho(r) = \begin{cases} 
\frac{1}{2}r^2 & \text{for } |r| \leq \delta, \\
\delta(|r| - \delta/2) & \text{otherwise.}
\end{cases} \quad (3.10)$$

This penalty function uses a combination of linear and quadratic penalties: for small residuals the penalty is quadratic, and small residuals are thus fitted as least squares. Big residuals, however, are penalized using a linear function, which results in large deviations (outliers) not affecting the re-projection estimation model. The fact that large deviations are tolerated and isolated in the linear region makes it easier to detect and correct them automatically without manual intervention. Notice that the Huber penalty is still convex, so we avoid the problem of finding a local minimum as a solution to our problem. Since we know the gold bead diameter and the pixel size for each tilt series, we set $\delta$ equal to half the diameter of a gold bead (in pixels) because we expect errors locating each bead center due to noise in the images.
3.4.3 Iterative refinement

As shown in Fig. 3.1, it is typical for alignment algorithms to iterate the following steps in order to improve results: marker detection, marker correspondence and fitting projection maps. In RAPTOR, once we have global trajectories and the parameters of the projection maps from Eq. (3.9), we iterate over the following steps to improve alignment results:

1. Remove outliers automatically

2. Fill missing markers in global trajectories using the projection maps and singleton potentials

3. Refit parameters of projection maps using filled trajectories

As mentioned in the previous section, the robust penalty allows us to fit the projection model even in the presence of outliers. Even more, we can analyze the residual values for each marker in each image to automatically detect outliers. In RAPTOR, we use the following ad hoc procedure to solve this task: first, any residual above two times the diameter of the gold bead is considered an outlier. Second, we analyze residuals for each trajectory separately because the fitting procedure tends to overfit areas of the image containing more tracked gold beads. Thus, we want to separate residuals from different trajectories in order to avoid considering isolated markers as possible outliers. Defining the set of residuals from the $j$-th trajectory as $r_j = r_{1j}, \ldots, r_{nP_j}$, we can sort them in ascending order to generate the vector $\tilde{r}_j = (\tilde{r}_{1j}, \ldots, \tilde{r}_{nP_j})$, where $\tilde{r}_{ij} < \tilde{r}_{i+1j}$ for $i = 1, \ldots, n_P$. Since generally the higher the tilt angle the larger the residual due to image quality degradation, the difference between two consecutive residuals $d_i = \tilde{r}_{i+1j} - \tilde{r}_{ij}$ tends to be a positive constant. However, in the presence of an outlier, the finite difference $d_i$ contains a sudden jump. We detect this by calculating the median of $d_i$ for $i = 1, \ldots, n_P$ and considering an outlier any value above three times the median.

Once we have removed outliers, we want to fill missing markers in the global trajectories. At this point, we have a very good estimation where those missing markers should be located since we have a complete projection model. We use the NCC score described for
the singleton potentials in Eq. (3.7) in combination with the projection model as follows: given the reprojection point \( p'_{ij} \) for the \( i \)-th marker in the \( j \)-th trajectory, we calculate NCC using a patch around the point from the previous image \( p_{i-1,j} \) as a template. If we obtain an NCC score above 0.5 closer to \( p'_{ij} \) than twice the gold bead diameter we add that point as the new location of \( p_{ij} \). The steps of outlier detection, filling missing markers and recalculateing the parameters of the projection maps are iterated until no more new markers are found and until no more outliers are detected.

### 3.5 Results

All the steps described above have been incorporated into the software package Robust Alignment and Projection Estimation for Tomographic Reconstruction (RAPTOR). It has been freely available since 2006 and it is being used in multiple laboratories such as Lawrence Berkeley Laboratory and California Institute of Technology, allowing us to test RAPTOR on hundreds of different datasets and to refine the methodology. Moreover, in combination with other automations in the CET pipeline, it has enabled real high-throughput tomography: a recent review paper [LJ09] shows how it is possible to collect and reconstruct 650 CET volumes in one month. Five years ago, this number of tomograms would have been impossible even if one spent a year on the task.

This section presents RAPTOR tests performed on thirteen CET datasets of thick bacteria whole cells of *Deinococcus grandis* and *Caulobacter crescentus* to illustrate the main strengths and limitations of this alignment approach. These datasets were chosen from a much larger set of tilt series acquired by Luis R. Comolli and the total dose of at most 100 e\(^{-}/\text{Å}^2\), which results in very noisy individual images.

The robustness of RAPTOR predicting marker trajectories is illustrated in Fig. 3.11 Panel (A) shows the position of a marker that will intersect a whole group of markers as the tilt series proceeds. In panel (B) the projected positions of all markers are tightly clustered. At higher angles, the two groups are again resolved, as shown in panel (C). The algorithm successfully tracks the position of markers in difficult situations such as this
one, which can occur quite frequently. The robustness in these situations is a consequence of our incorporation of contextual information in the correspondence. Panels (D) to (F) illustrate the robustness built into RAPTOR using robust convex optimization techniques. Panel (D) shows the position of a chosen marker which is placed in the wrong location by global correspondence in a subsequent image, panel (E). At a subsequent step, however, the trajectory is recovered, as shown in panel (F). This example shows that the projection model is not biased by the presence of outliers. This feature allows the automatic removal of outliers and their re-assignment of their correct location. Methods based on least squares fail in such cases.

Fig. 3.12 illustrates the overall performance of the algorithm in the alignment of a difficult data set of Caulobacter crescentus. This data set was acquired with a Helium-cooled stage, and as a consequence the relative position of the markers was significantly more variable than is normally the case with liquid nitrogen-cooled stages \[CD05\]. Panel (A) of Fig. 3.12 shows the projection acquired at -58 deg. Panel (B) shows the set of trajectories recovered by RAPTOR. There are complete trajectories across the whole tilt series as well as partial trajectories starting from both ends of the tilt series, disappearing at lower angles. The meniscus formed by the cell and bars of the cryo-grid may occlude, at high tilt angles, markers chosen at low angles. At specific angles throughout the tilt series, the overlapped projection of groups of markers which belong to different planes within the cryo-grid may cause gaps in their tracked trajectories. Many gaps also represent locations where the probability of making a correct marker assignment is not sufficiently high. Finally, in the high angle projections there are many markers with ideal SNR which are left out of the view in the projections at lower angles. All these events are represented in the diagram plotted in Fig. 3.12B.

The physical trajectories of all chosen markers in image space (x-y coordinates in pixel number), in the raw data and the aligned data, are shown in Fig. 3.12C and 3.12D. The inset in each panel shows one single trajectory. No pre-alignment of the raw data set was performed before obtaining the automatically aligned one, as is readily obvious from the
Figure 3.11: Robustness of the local and global correspondence. All images are magnified in sections from images in the actual tilt series. (A), (B), and (C) show the tracking of a chosen marker whose trajectory in 2D projections passes through a group of similar markers throughout the tilt series. This situation is particularly difficult for methods which track single markers at a time. The 2D projections (A), (B), and (C) are spaced by angular increments of more than 6 deg, for better visualization. Green arrows point to the reprojection position. Panel (D) shows the position of a chosen marker whose trajectory is lost in (E) (red arrow), and subsequently recovered in (F). Yellow arrow points to reprojection position using least-squares. Blue arrow points to reprojection position using Huber penalty.
cloud shape of marker trajectories in the raw data (Fig. 3.12C).

Figure 3.12: RAPTOR performance tracking markers in a Caulobacter crescentus dataset. (A) The -58 deg 2D original projection from the tilt series. The size of the image is 2048 pixels on edge. The cell forms a meniscus of considerable thickness. Both the cell and the grid bars may occlude markers at high tilts. The wider area projected into the images at these angles contains many markers with appropriate SNR, far from the cell, which disappear at lower angles. (B) Trajectories recovered from the tilt series. (C) Overlay of several marker locations in image space (x-y coordinates in pixel number) throughout the raw datasets illustrates the trajectories in the raw data set, (D) trajectories of same markers after RAPTOR automatic alignment. The insets in (C) and (D) show the trajectory of a single marker.

Once we have assessed that RAPTOR tracks markers correctly, we want to use a quantitative resolution metric to compare alignment precision between RAPTOR and an expert user of IMOD [KMM96], which is one of the most commonly used software
packages to align CET images. For this purpose, we use a standard method in CET called Noise-compensated Leave-One-Out (NLOO) attributed to Cardone et al. [CGS05].

NLOO estimates alignment resolution by comparing the original 2D projection in the raw data with the reprojection of the tomogram calculated from all the other projections. For example, if image number 10 was obtained at +20°, we obtain a tomogram with all the projections available except for number 10, and then we reproject that tomogram at +20°. If the alignment is correct, the original image obtained from the microscope and the reprojected one should be very similar. In order to compare 2D images we use a standard metric in electron microscopy named Fourier ring correlation (FRC), which can be formulated as follows:

\[
FRC_{F,G}(k) = \frac{\sum_{m,n \in R(k)} \text{Re}\{F_{m,n}\bar{G}_{m,n}\}}{\left(\sum_{m,n \in R(k)} \|F_{m,n}\|^2\right) \left(\sum_{m,n \in R(k)} \|G_{m,n}\|^2\right)^{1/2}} \tag{3.11}
\]

where \(F\) and \(G\) are the Fourier transform of each image, \(m, n \in R(k)\) are all the Fourier coefficients with radius \(k\) and \(\bar{G}\) is the conjugate value of \(G\). In words, we are calculating a normalized cross correlation for each spatial resolution \(k\). Therefore, in graphs such as the one in Fig. 3.13, the best possible curve would be one with a constant value of 1 at all spatial frequencies. However, it is typical that as we go to higher frequency rings, the correlation coefficient decays. In particular, researchers tend to look at two points in the curve to estimate resolution: when the FRC reaches a score of 0.5 and of 0.3.

Two final points remain to fully describe NLOO: how to account for the noise in CET images in order not to bias the estimation and how to compare all the projections in one tomogram. The first one is relatively straightforward since we just need to normalize the FRC score in Eq. (3.11) by the comparison between the original 2D raw data with the reprojection using a tomogram reconstructed from all the slices. In this case, the difference between reprojection and raw data can only come from the noise statistics. The second point is also straightforward: since we can not choose one projection over the other, we
compute the FRC score with noise normalization leaving one image out at a time and then averaging the results over all the images. Fig. 3.13 panels (C) and (F) show the resolution plots based on the NLOO metric for two datasets. The plots show how RAPTOR obtains the same resolution as the manual reconstruction in both cases.

Fig. 3.14 shows the different resolutions using the 0.3 and 0.5 thresholds for NLOO metric after aligning 13 datasets automatically with RAPTOR and with an expert IMOD user. The datasets use different angular steps between projections, as well as different marker diameters and a different number of markers present in each image. RAPTOR resolution is always comparable, or even better in some datasets, than these obtained by an expert user with extensive manual intervention, demonstrating that RAPTOR obtains full-precision alignment in a variety of difficult scenarios.

The SNR numbers in Fig 3.14 provides an estimate of the feature visibility in the raw datasets. We chose a signal to noise measure that reflects the visibility of the gold particles in the images as defined in [Fra96]:

\[
SNR(\text{marker}) = \frac{\sum_{i,j} |m_{ij}|^2}{\sum_{i,j} \sum_k |m_{kij} - \overline{m}_{ij}|^2}
\]  

(3.12)

The measure of the SNR is based on the average of all the gold bead images as shown in Fig. 3.2. The signal power is the variance of the average gold image, and the noise power is the variance of all the gold images with respect to this average image. \(m_{kij}\) is the value of the (i,j)-th pixel in the k-th image, and \(\overline{m}_{ij}\) is the value of the (i,j)-th pixel in the zero mean average image. Notice how all the datasets have SNR well below 0dB.

For all data sets, we also compared visually the quality of the tomographic reconstructions obtained after RAPTOR alignment with those obtained after alignment by an expert IMOD user. Two such comparisons are shown in Fig. 3.13. Panels (A) and (B) show, side by side, a one-pixel-thick slice through a tomographic reconstruction of a dividing Cc cell obtained after manual alignment and after RAPTOR automatic alignment, respectively. The quality of both is equivalent. Another example is shown in Fig. 3.13 panels (D) and
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Figure 3.13: Tomographic reconstructions based on RAPTOR and manually aligned data sets. (A), (B), one pixel-thick slices from tomographic reconstructions of a Caulobacter crescentus polar mutant, obtained from a manually aligned data set and from an automatically aligned data set, respectively. (D), a one pixel-thick slice from a tomographic reconstruction of a dividing Caulobacter crescentus cell after manually aligning the tilt series, and (E), after RAPTOR automatic alignment. Reconstruction after marker tracking by hand and human-directed alignment, (A) and (B), and after automatic alignment, (D) and (E), results in equivalent final quality. The images are sections, 900 pixels on edge, from tomographic reconstructions binned from 2048 to 1024 pixels on edge. The boxes shown in the insets measure 84 pixels on edge in the binned images. Panels (C) and (F) show quantitative resolution comparisons for tomographic reconstructions of the two datasets above using noise-compensated leave-one-out method in [CGS05]. The resolution curves obtained with RAPTOR, in red, and with human-directed alignment, in blue, are equivalent.
(E). The features observed in a one pixel-thick slice through a tomographic reconstruction are comparable in definition and resolution, whether the data set was aligned with human intervention or automatically by RAPTOR. A better comparison is established by careful inspection of regular features, as shown in the insets. These reconstructions were binned by two, from an image size of 2048 pixels on edge to 1024, and each box measures 84 pixels on edge.

3.6 Discussion and limitations

Making RAPTOR freely available has allowed us to test it in almost any possible tomography dataset, from cryo-samples to plastic sections or soft X-rays, and from samples with only three markers to samples with hundreds of them. This data has provided information about areas where RAPTOR could be improved.

The first area of improvement is in samples where there are more than 100 markers in the image, where RAPTOR tends to track short overlapping trajectories that do not provide high accuracy alignment. Fig. 3.15 exemplifies the main issue in these situations showing an extreme case with a sample containing over 400 markers. If we try to track 400 markers, only 25% of the marginal probabilities returned by correspondence contain a clear assignment, so RAPTOR only retains 130 markers for this pairwise image. On the other hand, if we try to track 80 markers, most correspondence assignments are clear winners, but we are missing many markers because we were not looking for them in the first place. In both situations the end result is the same: RAPTOR recovers short partial trajectories because in each pair of images the correspondence returns clear winners for a different set of markers, which lowers the final alignment accuracy because the trajectories are not globally consistent. This is especially important in plastic embedded sections, where global distortions are more common than in CET samples. Incorporating the projection

\[^2\text{Notice that it is impossible to obtain exactly equivalent slices from these reconstructions because the orientation of the reconstructed volume is not identical in data sets aligned by hand or automatically. The quality comparison of the reconstructions seems clear and straightforward nonetheless.}

\[^3\text{In practice, there is higher chances of success setting } M = 80 \text{ than } M = 400.\]
Figure 3.14: Summary of the datasets tested to assess the performance of RAPTOR. Bars represent resolution estimated by thresholds 0.3 and 0.5 in NLOO score comparing a human-directed alignment versus the automatic full-precision alignment presented in this thesis. The smaller the bar, the better alignment. At the left of each group of 4 bars we have the dataset name, the spacing between projections (in degrees) and the SNR of the gold beads. At the right of each group of 4 bars we have the number of markers to track (M). Deino4 had such a low SNR that was not aligned by any of the two methods, showing that there are still images where tracking is not possible.
model into the \textit{MRF} framework instead of waiting to have all pairwise correspondences to fit the model should help to deal with the uncertainties created in crowded samples.

Fig. 3.15 also shows how the estimated number of markers $M$ is the most critical parameter in order for RAPTOR to succeed. Right now it is considered an input from the user and it has to be close to the true number of markers in the sample, except in the case of samples with more than 100 markers. If the input $M$ is lower, RAPTOR will track short overlapping trajectories (instead of global ones across all the images). If the input $M$ is larger, RAPTOR will detect too many false positive markers per image that will throw off the correspondence. Future work will address this issue including the development of a module to automatically estimate the best $M$, so users do not have to look at the dataset before the microscope sends the tilt series directly to RAPTOR.

The second limitation is the fact that \textit{NCC} is not the best template matching score for all possible samples. \textit{NCC} is a good choice for \textit{CET} datasets because they have very low contrast features. However, X-ray or plastic embedded samples have much higher contrast and edges in stained surfaces receive high scores from the gold bead template shown in Fig. 3.2. Therefore, marker detection needs to be adapted to the type of sample that is being aligned.

Finally, even if in general \textit{CET} samples do not present non-linear distortions, they need to be taken into account in plastic sections and large field tomograms. Moreover, we need to account for different acquisition schemes such as dual tilt or conical sections to extend the applicability of RAPTOR in electron tomography. Methods like the one presented in [LBPE06] are extending the projection models in Eq. (3.4) up to third-order in order to improve the resolution reconstruction. However, there is a trade-off between the number of tracked markers and the number of model parameters to be fitted. The more non-linear distortions we want to capture, the more markers we need to track to avoid overfitting. Therefore, before extending the structure from motion approach explained in Section 3.4.2, we need to make sure that we can track over a hundred markers reliably.

We will see in Chapter 5 that RAPTOR has an approximate success rate of 70% in
Figure 3.15: Results of pairwise correspondence in a sample with over 400 markers. (A) Markers detected (red circles) targeting $M = 400$ in the reference image. (B) Markers detected (green circles) in the candidate image. $K = 400$ in this case. (C) Markers detected (red circles) targeting $M = 80$ in the reference image. (D) Markers detected (green circles) in the candidate image. $K = 180$ in this case. (E) Histogram showing the difference in the marginals in log-space (x-axis) returned by LBP between the maximum probability assignment and the second best choice for each marker between image (A) and (B). For 66% of the markers correspondence does not return a clear assignment. (F) Same as in (E) for pair of images in (C) and (D). For 15% of the markers correspondence does not return a clear assignment. CET images from Grant Jensen laboratory at Caltech.
CET samples with gold beads. Even with the limitations and future work presented in this section, we have shown that we can reliably infer global geometry (projection maps) starting from local spatial correlations (MRF), which in combination with automation of other blocks of the CET pipeline, has enabled a dramatic increment of the number of tomograms that can be acquired and reconstructed. The next chapter presents how we can take advantage of such a large number of tomograms in order to obtain higher resolution 3D images. In particular, we will extend to 3D the idea of using local spatial correlations to guide the alignment of pairs of images.
Chapter 4

Subtomogram alignment

Now that tomograms can be acquired, aligned and reconstructed in a high-throughput pipeline we need to extract and analyze structural patterns in the 3D volumes. In this chapter, we extend to 3D the probabilistic framework presented in the previous chapter to align CET images and describe how we can obtain higher resolution structures by averaging thousands of aligned subvolumes. Fig. 4.1 shows the basic idea: by combining two similar images that have been blurred in different directions by the missing wedge, we can obtain a better reconstruction of the original image. This procedure is known in the field as subtomogram averaging and it has shown impressive results in many recent papers \[\text{LBB}^+08, \text{FMZ}^+05, \text{BRG}^+09, \text{NSP}^+06\]. Resolutions close to 20Å have been reported using subtomogram averaging, and continuing progress in the field makes higher resolutions expected. The end goal is to achieve near-atomic resolution of biological complexes close to their native state. Bartesaghi and Subramaniam \[\text{BS09}\] contains an excellent review on this topic.

Fig. 4.2 shows the typical work flow to perform subtomogram averaging. The first step is to approximately detect the position and orientation for each subtomogram. For example, imagine we are studying the HIV virus, then we need to find each virus present in each tomogram before we start the alignment and averaging procedure. By far, the most common method used in CET to perform this task is manual selection. The user
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Figure 4.1: Basic idea behind subtomogram averaging: by combining two similar images that have been blurred in different directions by the missing wedge, we can obtain a better reconstruction of the original image.

will annotate each volume with locations and orientations for each object of interest. If the object under study contains preferred axis, it is very common to include that in the annotation, so we have all the structures prealigned before hand.

Since CET image have very low SNR and the SNR of an averaged structure increases as the square root of the total number of averaged objects, it is common to require thousands of examples in typical subtomogram averaging projects. Thus, automatic object detection would be desired for the initial selection step. Unfortunately, the low SNR and the missing wedge effect that blurs features in different orientations, have prevented the adoption of standard object detection algorithms from computer vision. To date, the only attempts to use automatic object detection in CET volumes were reported by Ortiz et al. [OFK+06] performing exhaustive search in volumes by cross-correlating a template of the searched structure. As discussed in Chapter 6, automatic object detection in CET volumes is still a very open field and its incorporation into the data analysis pipeline would be a great contribution.

Once we have selected the subtomograms in each volume, we have a list of positions and orientations for each particle.\footnote{Sometimes we refer to a single subtomogram as a particle in analogy with the single particle terminology} Now we need to classify and align all the particles in order
Figure 4.2: Block diagram showing the basic steps in the process of subtomogram averaging. First we need to select the subtomogram location and orientation in each 3D volume and then we iterate the steps of classification and alignment to find the underlying structures common to all the subtomograms.

to discover the underlying common structures. As in RAPTOR, we require high precision alignment, since the final resolution will only be as good as the precision in our alignment. The classification and alignment steps are generally iterated until convergence, and they have borrowed a lot of insights from the field of single particles described in Section 2.2. In fact, subtomogram averaging can be seen as an extension to 3D of the single particle concepts. However, the addition of the missing wedge effect on top of the low SNR makes the problem particularly challenging.

Most existing approaches [BSL+08, FPSF08, Win07, SPK+06, WLR+09, NSP+06] solve the classification and alignment step by defining a metric, usually called dissimilarity score, between two subtomograms that measures how similar they are. In CET, the metric needs to be as insensitive to noise and missing wedge as possible. Once we have a metric that assigns scores between pairs of subtomograms, we can calculate the distance between all pairs to perform a classification step through standard clustering methods such as hierarchical clustering or spectral clustering. At the same time, using the centroids of each cluster, we can calculate a new alignment by minimizing the following equation:

described in Section 2.2
\[ \hat{R}_k, \hat{T}_k = \arg\min_{R_k, T_k} d(F^0, R_k \circ F_k + T_k) \quad k = 1, \ldots, B \tag{4.1} \]

where \( B \) is the total number of subtomograms and \( d \) is the dissimilarity score of choice. \( F^0 \) represents the average obtained in the classification step and \( R \circ F_k + T \) represents the rotation and translation of the subtomogram \( F_k \). In all of the work published thus far, each individual particle is considered a rigid body and different \textit{ad hoc} methods have been presented to deal with the problem of having multiple conformations of the same underlying structure to perform a multi-class alignment. A common strategy is also to perform a coarse-to-fine search for the parameters of \( R \) and \( T \).

In the recent years, subtomogram averaging has emerged as an important tool in the data analysis pipeline for \textit{CET}, and we have seen above there are still many possibilities to be explored. For example, most of the work has focused on thin samples such as viruses, where missing wedge effects are more important than noise in registering subtomograms. In order to use the same averaging and classification tools in flexible macromolecules contained in thicker samples such as whole cells, we need to make the techniques more robust against noise. Higher tolerance to noise also allows one to acquire tomograms with lower defocus, effectively pushing the trade-off with respect to the first zero of the CTF to higher frequencies, which can also increase resolution.

In this chapter we focus on improving the alignment step to make it more robust against noise by defining a new dissimilarity score and incorporating local spatial correlations between different subtomograms. Section 4.2 below explains how we can use the \textit{MRF} framework explained in Chapter 3 to incorporate these two contributions at once. The main idea is that in many cases particles are part of a larger biological structure, so if we know the location and orientation of one subtomogram we can infer \( T \) and \( R \) for other subtomograms.
4.1 Notation

Before formalizing the ideas, we need to define some notation used in this chapter. $f^k = (f^k_1, f^k_2, \ldots, f^k_N)$ with $k = 1, \ldots, B$ represents the intensity values of the $k$-th subtomogram. We have $B$ subtomograms with $N$ voxels each. $F^k = (F^k_1, F^k_2, \ldots, F^k_N)$ represent the Fast Fourier Transformation (FFT) coefficients of each subtomogram. We want to define a metric or dissimilarity score between any two subtomograms based on a weighted Euclidean distance between Fourier coefficients for reasons explained later in this chapter:

$$d(F^{k_1}, F^{k_2})_K = \sum_{i=1}^{N} \| F^{k_1}_i - F^{k_2}_i \|^2 \cdot K_i$$

(4.2)

where $K = (K_1, K_2, \ldots, K_N)$ is a kernel function to be able to weight each coefficient differently. The only condition on $K$ is that $K_i \geq 0$ for $i = 1 \ldots N$.

For each $d(F^{k_1}, F^{k_2})_K$ we can associate an inner product between two subtomograms as follows:

$$\langle F^{k_1}, F^{k_2} \rangle_K = \sum_{i=1}^{N} F^{k_1}_i \cdot \overline{F^{k_2}_i} \cdot K_i$$

(4.3)

where $\overline{F^{k_2}_i}$ is the conjugate of the complex value $F^{k_2}_i$. The relation between Eq. (4.2) and (4.3) is:

$$d(F^{k_1}, F^{k_2})_K = \langle F^{k_1}, F^{k_1} \rangle_K + \langle F^{k_2}, F^{k_2} \rangle_K - 2 \cdot \text{Re}\{\langle F^{k_1}, F^{k_2} \rangle_K \}$$

(4.4)

where the operator $\text{Re}\{\}$ takes the real part of the inner product. Often it is convenient to normalize the subtomograms before comparing them in order to be resilient to illumination changes. Thus, we can normalize the subtomogram as:
\[ \tilde{F}_{Ki}^k = \frac{F_i}{\sqrt{\langle F^k, F^k \rangle_K}} \ ; \ i = 1 \ldots N \]  

(4.5)

Then, Eq. (4.4) reduces to:

\[ d(\tilde{F}_{K1}^{k1}, \tilde{F}_{K2}^{k2})_K = 2 \cdot (1 - Re\{\langle \tilde{F}_{K1}^{k1}, \tilde{F}_{K1}^{k1} \rangle_K}\}) \]

Therefore, minimizing \( d(\tilde{F}_{K1}^{k1}, \tilde{F}_{K2}^{k2})_K \) is equivalent to maximizing \( Re\{\langle \tilde{F}_{K1}^{k1}, \tilde{F}_{K1}^{k1} \rangle_K\} \).

### 4.2 Pairwise subtomogram correspondence with MRF

Corresponding two 3D volumes is in many ways analogous to corresponding groups of markers in 2D: biological structures can be seen as large deformable structures composed by small rigid parts connected with each other (Fig. 4.3). This analogy has already been used in many applications such as the one for human pose estimation described in Chapter 2. In this framework, every rigid part is equivalent to a fiducial marker in 2D and we want to find its correspondence imposing relative spatial constrains between adjacent parts. As mentioned in the introduction, we assumed the initial step of subtomogram detection has been performed, so we have a list of positions and orientations for each rigid part.

The conceptual analogy allows us to use the same basic framework we used before: each rigid part in the first volume defines a random variable \( A = \{A_1, \ldots, A_M\} \) and each possible location and orientation for the rigid parts in the second volume defines a set of possible assignments \( B = \{B_1, \ldots, B_K\} \) for the correspondence problem. Defining each volume as \( I_1 \) and \( I_2 \), the solution to the correspondence problem is the assignment that returns the highest joint probability:
\[ A^* = \arg\max_{A_i} P(A_1, \ldots, A_M | I_1, I_2) \quad (4.6) \]

Using again the MRF formalism, we can decompose the joint probability as:

\[ P(A_1, \ldots, A_M | I_1, I_2) = \prod_{i=1}^{M} \psi_i(A_i) \prod_{(i,j) \in \epsilon} \psi_{ij}(A_i, A_j) \quad (4.7) \]

One main difference with the methodology presented in Chapter 3 is the meaning of the random variables \( A_i \). In RAPTOR, each random variable encodes a predetermined set of discrete hypothesis defined by the location of fiducial markers. In this chapter, each \( A_i \) represents the possible rigid transformation \((R^k, T^k)\) applied to each subtomogram to align it with the reference image. In particular, the set of possible assignments \( B_r \) is a discretization of the space of possible rotations and translations for each subtomogram.

All the effort in this chapter is devoted to describe the appropriate singletons \( \psi_i \) and pairwise \( \psi_{ij} \) potentials to define the meaning of high probability solution for the alignment problem in 3D. While in 3D different rigid parts can look different, so it can be easier to prune corresponding candidates, the objects are not high-contrast point-like features any more, which makes the definition of singleton potentials more challenging. Moreover, even if we only consider rigid parts, in 3D we have 6 degrees of freedom (3 for translations and 3 for rotations), which makes the cardinality of the set \( B_r \) much larger. Fortunately, we will see how most structures can be prealigned in certain directions using strong low resolution features, which will effectively reduce the search space.

### 4.2.1 Singleton potentials

This section presents a dissimilarity score robust to noise and missing wedge effects in CET subtomograms, called Thresholded Constrained Cross-Correlation (TCCC) for reasons
that will become obvious later. This dissimilarity score will replace the Normalized Cross-Correlation (NCC) used for 2D images. Our starting point will be the metric defined in Eq. (2) in [BSL+08] since it provides “a formal framework for the generalization of dissimilarity measures previously proposed in the literature.” Briefly, Eq. (2) in [BSL+08] compares Fourier coefficients that are not masked by the missing wedge in either of the two volumes. They normalize this constrained cross-correlation by the number of coefficients in the comparison to avoid missing wedge bias. The mathematical expression is given in Eq. (4.8). For each possible translation and rotation $B_r$, we compare Fourier coefficients of the transformed volume instead of pixel intensities because the missing wedge is separable in Fourier space but not in image space.
Thresholded Constrained Cross-Correlation

The main idea behind TCCC is that a subtomogram with \( N \) voxels, with \( N \) in the order of \( 10^6 \) or above, can be represented by a small percentage of the required \( N/2 \) Fourier coefficients, especially in low SNR regimes like in CET (Fig. 4.4). The rest of the coefficients are either not necessary or are overwhelmed by noise. Below we show how to select a threshold that indicates which coefficients are useful to compare between subtomograms and how this modification makes the new metric more robust to noise.

The concept of thresholding in a transformed space where most of the energy is concentrated on a few coefficients is not new. For example, work by Donoho and Johnstone [DJJ93, Don95] over a decade ago sparked intensive research on natural images denoising via optimal thresholding of wavelet coefficients. There are many great reviews on the topic [Mal99, Fle08, FK03] and it has proved to be an excellent technique for denoising under additive white Gaussian noise models. Sorzano et al. [SOLR06] show an application of such denoising techniques to single particle EM datasets. The metric presented here borrows some of those ideas and takes advantage of two facts: first, the number of voxels \( N \) in subtomograms is much larger than the number of pixels in two-dimensional images, which is known to improve sparse representations. Second, instead of a single image, we have multiple copies of the same object, so we can obtain more reliable noise statistics that facilitates the threshold selection.

The main difference between cross-correlation-like measures is the kernel function, \( K \), defined in the notation section. Using the above notation we can represent the metric in Eq. (2) in [BSL+08] as:

\[
d_B(F^k, F^l) = \frac{d(\hat{F}^k_{KB}, \hat{F}^l_{KB})_{KB}}{\sum_{i=1}^{N} K^B_i} \quad (4.8)
\]

\[
K^B_i = M^k_i \cdot M^l_i \cdot H_i ; \quad i = 1 \ldots N
\]
where $H_i$ is the coefficient of a band pass filter and $M^k$ and $M^l$ the binary mask representing the missing wedge. $M^k = 0$ if we do not have information in that particular coefficient or $M^k = 1$ if we have information. Given the orientation of the subtomogram and the tilt angles used for acquisition, it is possible to calculate $M^k$ for any subtomogram thanks to the Fourier Projection-Slice Theorem described in Chapter [2]. We define the missing wedge overlap between two subtomograms as the Fourier coefficients where either $M^k$ or $M^l$ are equal to zero.

The authors in [BSL+08] also developed on top of this dissimilarity score an efficient method to align subtomograms based on Spherical Harmonics. In order to do that, they transform each subtomogram into a two-dimensional image by averaging the magnitude of Fourier coefficients along different rays in a sphere. This dimensionality reduction helps improve the SNR, so it can lead to good and fast coarse alignments even in low SNR.
conditions. However, the simulations in Fig. 4.8 indicate that high precision alignment refinement using Eq. (4.8) might not be accurate. The main problem with this metric is that a large number of coefficients which are extremely small in \( \tilde{F}^k \) are overwhelmed by noise in low SNR settings. Those coefficients are not helpful when comparing two subtomograms. Thus, in those situations, the normalization factor using the amount of missing wedge overlap dominates the metric and biases the alignment toward orientations that maximize the size of the overlap between \( M^k \) and \( M^l \).

Inspired by the ideas on image denoising by thresholding wavelet coefficients we modify Eq. (4.8) by comparing only the strongest \( C \) coefficients in \( \tilde{F}^k \) and \( \tilde{F}^l \). The new proposed metric can be expressed as:

\[
d_C(F^k, F^l) = \frac{d(\tilde{F}_KB^k, \tilde{F}_KB^l)_K}{\sum_{i=1}^{N} K^C_i} = \frac{d(\tilde{F}^k, \tilde{F}^l)_K}{C}
\]

\[K^C_i = 1_{(i \in C)}\]

Where \( 1 \) is the indicator function\(^2\) and \( C \) is the set of coefficients with \( C \) largest FFT magnitude coefficients in the first or the second subtomogram outside the overlap between \( M^k \) and \( M^l \). In order to calculate \( C \) we compute the array \( F_i^M = \max(\|\tilde{F}_{KB^k_i}\|, \|\tilde{F}_{KB^l_i}\|) \) for \( i = 1 \ldots N \). Then we sort this array based on descending magnitude order and the highest \( C \) coefficients form the set \( C \). In other words, we select the coefficients that have high energy in subtomogram \( F^k \), \( F^l \) or both. Notice that we compute \( \tilde{F}_{KB} \) as in Eq. (4.8) so we do not need \( C \) during the normalization step. In practice, we also apply a small high-pass filter \( (H_i \text{ in Eq. (4.8))} \) to avoid selecting coefficients with very low frequency that can affect the alignment.

Eq. (4.9) has two main advantages: first, given the threshold \( C \) has been chosen appropriately, it only considers coefficients that are not overwhelmed by noise to compare

\(^2\)The indicator function \( 1_{(i \in C)} \) is 1 if element \( i \) belongs to the set \( C \) and 0 otherwise.
two subtomograms. That makes the metric more robust in typical low $SNR$ electron microscope subtomograms. Second, we can expect the value of $C$ to not change across a set of subtomograms obtained from similar datasets. That makes the normalization factor in Eq. (4.9) be the same for all possible pairs of comparisons. Thus, the new metric does not favor alignments with small overlap between missing wedges (like in [FPSF08] or with large overlap (like in [BSL+08]).

The main assumption is that FFT coefficients where the energy is concentrated can not all be masked by a single missing wedge\(^3\) so even if two subtomograms have different missing wedges we can still align a portion of the high energy coefficients. Moreover, Fig. 4.5 shows how there is a range of $C$ values that return similar $TCCC$ scores. Therefore, even if the optimal choice of $C$ might change for two pairs of subtomograms with different relative orientation, assuming a constant $C$ for a set of subtomograms delivers close to optimal results as long as the main assumption is satisfied.

Most of the literature on denoising by thresholding uses various wavelet bases instead of Fourier transform coefficients because wavelets encode all the information in even fewer coefficients. We decided to use Fourier transform for two reasons: first, the interpretation and incorporation of the missing wedge in Fourier space is straightforward. It is easy to separate missing data from useful information in each subtomogram. Second, theoretical studies on sparse representations via Fourier or wavelet analysis [DJJ93] show that thresholding techniques perform better if $N$ is large (asymptotic case). Typically $N$ is on the order of $10^6$ or larger in our subtomograms, making $N$ much larger than typical two dimensional natural images reported in the literature. For such a large $N$, the choice of wavelets versus Fourier transform is not critical in order to obtain a sparse representation.

**Adaptive threshold selection using maximum likelihood**

The number of coefficients $C$ is the main parameter of the metric presented above. We will take advantage of the fact that in subtomogram averaging we have many copies of

\(^3\)This is an implicit assumption in all cross-correlation like approaches.
the same object we can use to develop a maximum likelihood (ML) approach to estimate \( C \) from the data itself. Notice that if we set \( C \) equal to the total number of coefficients available outside the overlap of missing wedges, then we recover Eq. (4.8).

Appendix [B] shows that we can approximate the noise present in CET volumes as follows:

\[
f^k = x + \epsilon^k \quad ; \quad k = 1, \ldots, B
\]

(4.10)

where \( x \) is the true underlying signal and \( \epsilon^k \) is additive noise with Gaussian distribution \( \epsilon^k \sim N(0, \Sigma) \) for \( k = 1, \ldots, B \) and \( \Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_N^2) \). In other words, the noise has zero mean and a diagonal covariance matrix \( \Sigma \) calculated over a set of \( B \) subtomograms with different noise power for each voxel.

Based on the noise model, we can determine the optimal value of \( C \) from the data itself. In order to do that, first we need to estimate two parameters, \( \mu \) nd \( \Sigma \), assuming we do not threshold subtomograms. Since each subtomogram in a class contains the same underlying object \( x \), we can estimate \( \mu \) and \( \Sigma \) with the usual mean and variance unbiased estimator for each voxel. Formally:

\[
\mu_i = \frac{1}{B} \sum_{k=1}^{B} f^k_i \quad i = 1, \ldots, N
\]

(4.11)

\[
\sigma_i^2 = \frac{1}{B - 1} \sum_{k=1}^{B} (f^k_i - \mu_i)^2 \quad i = 1, \ldots, N
\]

(4.12)

We have made two main assumptions: First, the subtomograms are aligned so all the variance is due to noise. Second, the subtomograms have similar orientations so the blur caused by the missing wedge does not bias the statistics in real image space. The first assumption is acceptable if boxes are roughly aligned. We can do that by doing a first pass with a guessed value\(^4\) for \( C \) and estimate \( C \) after the first iteration with this noise model.

\(^4\)In general a value of \( C \) representing 10 to 20% of the Fourier coefficients is a safe choice for an initial alignment.
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While estimating $C$ we use only the half of subtomograms with lowest dissimilarity score to ensure that all the variance is due to noise. The second assumption can be handled because we know the missing wedge orientation of each subtomogram. Thus, we only consider the largest subgroup of subtomograms with similar orientation when estimating $C$.

Once we have estimated $\mu$ and $\Sigma$ we can estimate $C$ using an ML approach. The underlying assumption is that the signal $x$ can be generated by a small percentage of the total number of Fourier coefficients (Fig. 4.4). Thus, $C$ can be understood as the number of non-zero Fourier coefficients that are needed to describe the underlying signal $x$. Given that our noise is additive Gaussian, we can formulate the log-likelihood for the parameter $C$ given subtomograms $f^1, \ldots, f^B$ as:

$$
\mathcal{L}(f^1, \ldots, f^B; C) = \log \prod_{k=1}^{B} \mathcal{L}(f^k; C)
$$

$$
= \log \prod_{k=1}^{B} A e^{-\frac{1}{2}(g(f^k; C) - \mu)^T \Sigma^{-1} (g(f^k; C) - \mu)}
$$

$$
= -\frac{1}{2} \sum_{k=1}^{B} \sum_{i=1}^{N} \left( \frac{g(f^k; C)_i - \mu_i}{\sigma_i} \right)^2 + B \log A \quad (4.13)
$$

where $A$ is a normalization constant, $\mathcal{L}$ is the likelihood function (Gaussian in our case), and $g(f^k; C)$ is the thresholding operation on the k-th subtomogram. The operation $g(f^k; C)$ computes the FFT of $f^k$, selects the $C$ coefficients with the largest magnitude, sets the rest to zero, and computes the inverse FFT. $\Sigma$ just weights each voxel according to its uncertainty, so we compute a weighted Euclidean distance between the average of all the subtomograms and each thresholded subtomogram. From Eq. (4.13) we see that the ML estimator for $C$ is given by:

$$
C^* = \arg\max_{C} -\frac{1}{2} \sum_{k=1}^{B} \sum_{i=1}^{N} \left( \frac{g(f^k; C)_i - \mu_i}{\sigma_i} \right)^2 \quad (4.14)
$$
Clearly, it is difficult to obtain an analytical expression for the above equation and tests in different datasets (Fig. 4.5) show the likelihood function is smooth but non-convex as a function of $C$. Thus, gradient descend methods might not find the global minimum. However, Eq. (4.13) can be evaluated very efficiently for multiple values of $C$ at the same time since we only need to compute an extra inverse FFT for each value of $C$. In practice, we evaluate Eq. (4.13) for multiple values of $C$ for all the boxes and choose the $C$ that returns a higher likelihood score. Fig. 4.5 shows curves for the function to be maximized in Eq. (4.14) and how the maximum changes in different SNR situations.

We can imagine two extreme cases for $C^*$. If $C^* = 0$, we would be ignoring completely any underlying signal $x$ and we would have a large bias representing $x$. On the other extreme, $C^* = N/2$, we would be considering all the available Fourier coefficients, which will give us a large variance on the representation of $x$ due to overfitting the noise in Eq. (4.10). The purpose of the ML estimation procedure is to find the value for $C$ in between these two extremes given the observed data.

4.2.2 Pairwise potentials

In Section 3.3 we defined the pairwise potentials $\psi_{ij}$ as a Gaussian relaxation of the relative position between neighboring fiducial markers. Moreover, since the gold beads are spherical, we did not have to consider possible in-plane rotations of the features. This concept is straight forward to extend to 3D coordinates, but now we also have to account for possible changes in the relative orientation between neighboring rigid parts. In this section we will show how to represent the space of possible 3D orientations to incorporate that constraint in our pairwise potentials.

The space of possible orientations in 3D, $SO(3)$, is formally defined as the set of 3x3 orthogonal matrices that have determinant equal to 1. There are many parametrizations of $SO(3)$, such as Euler angles, rotation matrices, axis-angle or quaternions, and each presents different advantages and disadvantages depending on the problem at hand. For
Figure 4.5: Likelihood score as a function of $C$ for different $SNR$. Left: likelihood estimated from 300 aligned subtomograms from the real data described in Appendix A where $SNR$ is very low. $C^*$ is very small. Right: likelihood estimated from 150 aligned subtomograms from the phantom described in Section 4.4 with $SNR = 10$. $C^*$ is analogous to selecting all the non-zero coefficients according to Fig. 4.4.

example, Euler angles are conceptually easier to understand but they present singularities. If we want to compare relative distances between orientations of different objects, continuity is an important property to have. Quaternions are a mathematical construct containing four elements that have proved very helpful to parametrize and operate in the set of 3D orientations avoiding singularities like the Gimbal lock [Hoa63] in Euler angles. In the next section, we present a brief introduction to the quaternion formalism in order to understand how we define the pairwise potentials.

Quaternions

Quaternions can be approached from different points of view since they have found applications in different fields such as robotics [FP88], aeronautics [Kui98], computer graphics
or molecular modeling [Kar07]. Since we are dealing with rotations, we will approach them from their relationship with the axis-angle parametrization of $SO(3)$: any rotation in 3D can be defined by an axis $\vec{v} \in \mathbb{R}^3$ with unit norm and an angle $\theta$ defining the rotation around that axis. More formally, $SO(3)$ is locally equivalent to the product of $\mathbb{S}^2 \times \mathbb{S}^1$, where $\mathbb{S}^N = \{ (x_1, \ldots, x_{N+1}) \mid x_1^2 + \cdots + x_{N+1}^2 = 1 \}$, so we parametrize each point in the sphere $\mathbb{S}^2$ by $\vec{v}$, but we still have one degree of freedom for an in-plane rotation defined by $\theta$ that represents $\mathbb{S}^1$. This parametrization of $SO(3)$ is captured using unit quaternions by defining a four element vector $q = [q_0, q_1, q_2, q_3] \in \mathbb{S}^3$ as follows:

$$q = [\cos(\theta/2) \vec{v} \cdot \sin(\theta/2)]$$ (4.15)

The advantage of this formulation is that quaternions have a well defined set of operations that we can use to operate in $SO(3)$. In particular, they can be seen as an extension of complex numbers, where $q = q_0 + q_1 i + q_2 j + q_3 k$ has one real part containing the information related to $\theta$ and three imaginary parts containing information about $\vec{v}$. The rules to add and multiply quaternions are the same as for complex numbers with $i^2 = j^2 = k^2 = ijk = -1$. Therefore, if we multiply two unit quaternions $q^A$ and $q^B$, we obtain another unit quaternion equivalent the composition of the two rotations represented by $q^A$ and $q^B$. This is analogous to the case of rotations in 2D represented by complex numbers with norm one and phase $\theta^A$ and $\theta^B$.

Looking at the definition in Eq. (4.15) it seems that the set of orientations in 3D is equivalent to the hypersphere $\mathbb{S}^3$. However, this statement is not entirely precise. Using again the axis-angle representation, we realize that the rotation around $\vec{v}$ and angle $\theta$ is equivalent to the rotation around $-\vec{v}$ and angle $2\pi - \theta$. Substituting this in Eq. (4.15), we obtain that $q$ and $-q$ represent the same orientation. Therefore, we need to identify every antipodal point $q$ and $-q$ in $\mathbb{S}^3$ to enforce uniqueness. An intuitive way to see this is to fix $\vec{v}$ and start moving $\theta$: at the beginning we move away from the unit rotation but after $\theta > \pi$ we actually start getting closer again until we reach the opposite point in
the hypersphere. The formal definition of this equivalence between unit quaternions and $SO(3)$ is formulated as the following quotient space \cite{Kui98}:

$$SO(3) = \{S^3/\{q, -q\} \mid q = [q_0 \ q_1 \ q_2 \ q_3] \in \mathbb{R}^4; \|q\|_2 = 1\} \quad (4.16)$$

where the operator $/$ denotes the quotient space given by the identification of $q - q$ in $S^3$. This representation of $SO(3)$ defines a natural metric between any two orientations $a, b \in SO(3)$ as the length of the shortest arc between $q^A$ and $q^B$ on the hypersphere: $\text{dist}(q^A, q^B) = \arccos(|q^A \cdot q^B|)$. Remember that having a metric to compare distances in $SO(3)$ is one the properties we need to define our pairwise potentials.

However, $\text{dist}(q^A, q^B)$ is not Euclidean since it is defined along the hypersphere, and we can not use it with a standard Gaussian relaxation. In order to do that, we use again the axis-angle representation of quaternions and the Lambertian equal-volume projection into a unit 3D ball to have an Euclidean metric \cite{Kar07}. Imagine the north hemisphere of the Earth: it is easy to visualize how to flatten it into a two-dimensional disc on the plane preserving the area (Fig. 4.6). This is exactly the Lambertian equal-area projection used in world maps to represent the earth. We can use the same concept to “flatten” $SO(3)$ into a unit ball in 3D by scaling axis $\overrightarrow{v} \in \mathbb{R}^3$ with a magnitude proportional to the in-plane rotation $\theta$. The proportionality function is defined in order to preserve volumes in the projected space. More formally:

$$\tilde{q} = \lambda \cdot \overrightarrow{v} \in \mathbb{R}^3 \quad (4.17)$$

$$\lambda = \left(\frac{|\theta| - \sin |\theta|}{\pi}\right)^{1/3} \in \mathbb{R} \quad (4.18)$$

It is clear in Fig. 4.6 that we preserve areas by distorting the shape (or angles) of the elements on the sphere. However, points around the center suffer minimal distortion.
Since the pairwise potentials measure relative changes in orientation between neighboring elements, our observations lie close to the center of the unit ball, which allows us to use Gaussian statistics in $\tilde{q}$ to measure relative changes in orientations for the pairwise potentials.

**Figure 4.6:** Example of equal-area Lambertian projection to “flatten” the North hemisphere into a disk. In order to preserve area the projection map has to distort angles, which affects the shapes close to the equator.

Before we explain in detail the computation of pairwise potentials, we should point to the reader why three parameters are never enough to obtain continuous parametrizations of the space of orientations $SO(3)$. Again, we will use the analogy with $S^2$ to gain intuition. Informally, the popularly called “hairy ball” theorem from algebraic topology [EG79], states that it is impossible to brush a hairy tennis ball in a way such that the vector field created by the hairs is continuous everywhere. There will always be a discontinuity or a singularity. A corollary of this statement is that there is no global parametrization of the whole sphere with only two parameters without discontinuities or singularities. We need to embed the sphere in $3D$ with the implicit definition $x^2 + y^2 + z^2 = 1$ in order to avoid degenerations even if the sphere only has two degrees of freedom. The situation in $S^3$ is analogous which is why we need quaternions if we want a parametrization without discontinuities.
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Computation of pairwise potentials

Now that we have the notion of how quaternions can be used to parametrize orientations, it is relatively straightforward to define the pairwise potentials for alignment of 3D volumes. The mathematical expression for $\psi_{ij}$ is the following:

$$
\psi_{ij}(A_i = B_r, A_j = B_s) = f_{\sigma_1}(v_{ij}, v_{rs}) \cdot f_{\sigma_2}(\tilde{q}_{ij}, \tilde{q}_{rs})
$$

(4.19)

$$
f_{\sigma}(\vec{x}, \vec{y}) = \exp\left\{-\frac{1}{2} \frac{\|\vec{x} - \vec{y}\|^2}{\sigma^2}\right\}
$$

where, as in Section 3.3, $v_{ij}$ and $v_{rs}$ represent the vector connecting points $A_i$ to $A_j$ and $B_r$ to $B_s$ respectively. $\tilde{q}_{ij}$ and $\tilde{q}_{rs}$ represents the change in orientation between $A_i$ to $A_j$ and $B_r$ to $B_s$ respectively, in a space with a metric locally equivalent to Euclidean, so we can still use a Gaussian relaxation to impose the constrains.

Defining $q_i$, $q_j$, $q_r$, $q_s$ as the quaternions representing the orientations of $A_i$, $A_j$, $B_r$, and $B_s$ respectively, we can define the terms in Eq. (4.19) as $q_{ij} = q_i/q_j$ and $q_{rs} = q_r/q_s$, where / represents the division of two quaternions. In other words, $q_{ij}$ is the rotation necessary to move the structure in $A_i$ to the structure $A_j$. Once we have $q_{ij}$ and $q_{rs}$ we can project them to $\mathbb{R}^3$ using Eq. (4.17) and evaluate $f_{\sigma_2}(\tilde{q}_{ij}, \tilde{q}_{rs})$.

The only thing left is how to choose the value of parameters $\sigma_1$ and $\sigma_2$. Those parameters represent how much we allow the rigid components to deform relative to each other in terms of position ($\sigma_1$) and orientation ($\sigma_2$). Unfortunately, in the 3D case we do not have manually aligned data as in the 2D case to estimate those parameters. Usually we label one dataset manually to obtain a first estimate and use as a reference. Another option is to use different sets of values for the parameters $\sigma_1$ and $\sigma_2$ and compare which ones return better results in terms of final resolution using Fourier shell correlation (FSC) curves.
4.3 Alignment refinement

Once we have an initial location for each particle we would like to refine its position and orientation in a final alignment step in order to increase the final resolution of the average structure. The key point here is to have a good initial estimate of $R_k$ and $T_k$ so we can apply an iterative local refinement method without being trapped in a local minimum. We use a standard algorithm that can be described in terms of expectation-maximization [DLR77] or iterative closest points (ICP) [BM92] for 3D volumes. In the field of subtomogram alignment, this approach was first described by Forster et al. [FMZ+05].

The alignment refinement is performed iteratively in two steps: first, we calculate the average structure given by the positions and orientations returned by the inference in the MRF. Second, given the average structure, we perform a local search to refine the location and orientation of each individual subtomogram independently to minimize the TCCC dissimilarity score between the average structure and each subtomogram. The process is repeated until convergence.

In our implementation, the maximization step finds the rotation $\hat{R}_k$ and the translation $\hat{T}_k$ such that:

$$\hat{R}_k, \hat{T}_k = \arg\min_{R_k, T_k} d_C(F^0, R_k \circ F^k + T_k) \quad k = 1, \ldots B$$

(4.20)

where $F^0$ represents the template obtained in the expectation step and $R \circ F^k + T$ represents the rotation and translation of the subtomogram $F^k$. The code applies a gradient descent search of translations and rotations over a range of values specified by the user with a certain step size. For each calculation of $d_C$ we normalize the transformed subtomogram as described in Eq. (4.5) to recalculate the $C$ highest coefficients. Once we have aligned each subtomogram, we calculate a new template by averaging all of the aligned subtomograms in Fourier space in order to appropriately weigh each coefficient by the number of contributing subtomograms. Averaging in Fourier space is critical to avoid mixing regions with missing
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information with regions of useful information from different subtomograms.

Also, after each iteration we can calculate a distribution of number of contributing subtomograms for each Fourier coefficient in order to check if the template contains also a missing wedge. Ideally, different subtomograms will have different orientations to contribute information to different parts of the Fourier domain and recover a structure without missing information (Fig. 4.1). However, this is not always the case. Since $d_C$ incorporates the missing wedge effect for both $F^0$ and $F^k$, it is straightforward to handle a missing wedge in the template itself. Also, before each alignment cycle we can re-estimate $C$ if necessary as explained in Section 4.2.1.

4.4 Results

The alignment refinement methodology using $TCCC$ has been implemented in C++ and made publicly available. The code can run in single thread machines or large clusters in order to take advantage of the simple parallel structure of the algorithm. Most of the results presented in this chapter would not have been possible without leveraging on parallel computing, since we aligned thousands of subtomograms to generate them.

4.4.1 Alignment refinement accuracy in synthetic data

First, we tested the $TCCC$ dissimilarity score against other existing methods to verify that is more robust against noise and missing wedge effects. We performed exactly the same tests (same data, same search procedure, etc.) but testing three different metrics: Constrained Cross-Correlation as presented in [FPSF08], Eq. (2) from [BSL+08] and the new metric $TCCC$ presented here in Eq. (4.9). All the metrics are implemented using the FFT libraries in FFTW [FJ05] and the same missing wedge mask, windowing and band pass for each subtomogram. Thus, the only difference in the code is the metric itself.

First, we generate synthetic data as realistic as possible using the following steps:

1. Download a model publicly available from Electron Microscopy Database (EMDB)
In particular we download entry 1581 showing dynein’s microtubule-binding domain (Fig. 4.7A). We bin the model by two so each particle fits in a box of 96\(^3\) voxels considering the necessary windowing to avoid edge effects in the FFT.

2. Generate six tomograms of 512 \(\times\) 512 \(\times\) 512 in size with 25 particles in each of them at random orientations and locations. We record the location and orientation of each particle to have ground truth. In total we have 150 particles.

3. For a given tilt range \(m\), we generate a file with tilt angles from \(-m\) to \(+m\) with 1 degree increments. For a given SNR we scale the tomogram so when introducing Poisson noise in each projection we will have the desired SNR. Finally, we use the \textit{xyzproj} program from IMOD [KMM96] to obtain projections at different angles. Our procedure to define and estimate SNR follows the formula in [Fra96] to reflect the visibility of different biological structures in the image:

\[
SNR = \frac{\sum_{i=1}^{N} \hat{f}_i^2}{\sum_{i=1}^{N} \frac{1}{B-1} \sum_{k=1}^{B} (f_{ik} - \hat{f}_i)^2}
\]

\[
\hat{f}_i = \frac{1}{B} \sum_{k=1}^{B} f_{ik} \quad ; \quad i = 1 \ldots N
\]

4. Introduce Poisson noise in each projection using the function \textit{poissrnd} from MATLAB\textsuperscript{TM} software. If the \(i\)-th pixel has intensity value \(p_i\), then the new value is generated following a Poisson distribution with mean \(p_i\).

5. Generate a random shift for each projection to simulate missalignment. We draw the shift from a uniform probability distribution in \(x,y\) of \([-3,3] \times [-3,3]\) pixels.

6. Reconstruct the projections using the weighted back-projection (WBP) algorithm in IMOD [Mas97]. We choose RADIAL filter parameters 0.5 and 0.0 to avoid any low pass filtering that limits resolution.
To test alignment accuracy, we add random alterations to the ground truth in order to give misplaced initial points and then we run the alignment refinement step explained in Section 4.3. The alterations are drawn from a uniform distribution in \((x,y,z)\) of \([-10, 10] \times [-10, 10] \times [-10, 10]\) voxels and a uniform distribution in \((\alpha, \beta, \gamma)\) (the three Euler angles) of \([-15, 15] \times [-15, 15] \times [-15, 15]\) degrees. We generate tomograms following the steps above for any combination of \(SNR = \{10, 1, 0.1, 0.01, 0.001\}\) and tilt range = \{50, 60, 70, 80, 90\} degrees. Fig. 4.7B and C show examples of the same particle with different \(SNR\) and tilt range. The initial template is obtained with the perturbed initial points from the tomogram with \(SNR = 0.001\) and tilt range = 50. We use the lowest quality template as an initial template for the alignment refinement to demonstrate that we do not need a clear template for the algorithm to converge to a good alignment.

Fig. 4.8 presents the root mean square error (RMSE) for each metric. Here we follow the error metric described in \([BSL+08]\). We define 4x4 matrix with the rotation and transformation needed to transform each final aligned subtomogram with its original ground truth location and orientation. We calculate the RMSE of all the terms in each of those matrices. For \(SNR < 0.1\) there is a clear gap between previous metrics and the new \(TCCC\) presented in this thesis. This is expected since at very low \(SNR\) the useful information in most of the coefficients is occluded by noise. Thresholding makes the metric more robust against noise, which is a main issue in \(ET\). In higher \(SNR\) environments, most coefficients carry useful information and so all the metrics perform similarly.

Table 4.1 shows how the maximum likelihood estimation for \(C\) is able to adjust that parameter correctly. If we had used a small value of \(C\) in high \(SNR\) images, the alignment precision would have been worse than the other two dissimilarity scores. For example, we try alignment for \(SNR = 10\) and no missing wedge using only 1.4% of the coefficients instead of 14%, and the alignment RMSE jumped from 0.1 to 0.5. Notice that for high \(SNR\) regimes, the percentage of selected coefficients in Table 4.1 agrees with the point in Fig. 4.4 where the cumulative sum reaches almost one. In other words, we are comparing all the non-zero Fourier coefficients. This result does not hold for \(SNR = 10\) and tilt range
Figure 4.7: (A) Visualization of dynein’s microtubule-binding domain from EMDB entry 1581. (B) Phantom generated from (A) at SNR equal to 1 for different tilt ranges. (C) Phantom generated from (A) at SNR equal to 0.001 for different tilt ranges.

= 50 because the large missing wedge is affecting the estimation of noise statistics. With only 150 particles, the largest subgroup with similar orientations was not large enough to get a good estimate of $C$ and we had to include all the particles, which affects the estimation because blurring caused by the missing wedge is confused with noise across the samples.
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Figure 4.8: RMSE alignment comparison between three different metrics for synthetic data: TCCC (dashed blue), constrained cross-correlation from [FPSF08] (dot-continuous red) and Eq. (2) from [BSL+08] (continuous green). Each graph shows results for a different tilt range and in each graph we plot different SNR (x-axis in log-scale) versus misalignment error (y-axis). Lower RMSE indicates better alignment.

4.4.2 Alignment accuracy in real data

In this section we present results in real CET images of microtubules. Fig. 4.3 shows a CET image of a microtubule and how it can be decomposed in rigid pieces. Basically, the
tr

\[ \begin{array}{c|ccccc}
    \text{SNR} & \pm 90 & \pm 80 & \pm 70 & \pm 60 & \pm 50 \\
    \hline
    10 & 14.24 & 14.73 & 11.76 & 10.78 & 4.84 \\
    1 & 4.34 & 3.85 & 3.85 & 3.35 & 1.95 \\
    0.1 & 1.87 & 2.36 & 1.87 & 1.37 & 0.88 \\
    0.01 & 0.39 & 0.88 & 0.39 & 0.39 & 0.26 \\
    0.001 & 0.39 & 0.39 & 0.32 & 0.32 & 0.32 \\
\end{array} \]

Table 4.1: Percentage of Fourier coefficients selected in phantom for different SNR and tilt range (TR) configurations.

repetitive rigid parts form a Markov chain where we can apply the probabilistic framework described above.

**Resolution criteria**

Since we do not have ground truth for the structures we are resolving we need a resolution criteria to compare different alignments. We rely on Fourier Shell Correlation (FSC) curves [vHS05], which is an extension to 3D of the Fourier Ring Correlation (FRC) defined in Eq. (3.11). In this case, instead of using rings of Fourier coefficients, we use shells because we are in 3D. Mathematically, FSC between two subtomograms can be formulate as follows:

\[
FSC_{F^k,F^l}(k) = \frac{\sum_{m,n,s \in R(k)} \text{Re}\{F^k_{m,n,s}F^l_{m,n,s}\}}{\left(\sum_{m,n,s \in R(k)} \|F^k_{m,n,s}\|^2\right) \left(\sum_{m,n,s \in R(k)} \|F^l_{m,n,s}\|^2\right)}^2
\]

\[ \tag{4.21} \]

\(m, n, s \in R(k)\) are all the Fourier coefficients with radius \(k\). In words, we are calculating a normalized cross correlation for each spatial resolution \(k\). Therefore, in graphs such as the one in Fig. 4.9, the best possible curve would be one with a constant value of 1 for each spatial frequency. The main challenge when using FSC to compare subtomogram alignment accuracy is to satisfy the main hypothesis underlying FSC comparisons that two structures are completely independent. Arguably, the “perfect” FSC would be calculated between two structures taken from different samples, imaged on different microscopes and
processed with different software by different people. In this scenario, any correlation shown between samples will represent true similarities in the structures. In order to be as close as possible to the “perfect” FSC, we process two sets of subtomograms, which are selected from different datasets, independently from the beginning. Moreover, the initial template used for the alignment will also be different. All the FSC curves shown in this paper are calculated using bresolve from Bsoft \cite{HCWS08}.

Fig. 4.9 shows a simulation of how the effects discussed in Section 2.3.4 about a spatially variant CTF in tilted projections affects the resolution of subtomogram averaging. The visual figure is important to have as a reference so we can determine when our resolution is limited by the CTF or by other effects such as misalignment errors, noise, heterogeneity or electron beam incoherence. Unless raw 2D projections are corrected for CTF effects the backprojection will be adding data from images with different CTFs. Thus, even if the alignment between subtomograms is perfect, we will still have the effect shown in Fig. 4.9: resolution is affected in the spatial frequency bands around zeros of the CTF.

Microtubule doublets

Microtubules serve as structural components within cells and have a crucial role in the life of all eukaryotic cells, since they are involved in key processes such as organelle movement, separation of chromosomes during cell division and maintenance of cell shape. They form an elongated macromolecular machinery as the one shown in Fig. 4.3 which is composed mainly of tubulin protein. In this section, we show examples of microtubule doublet structures, which are components of axonemes that contain a number of proteins besides tubulin, which we would like to identify. Axonemes are usually found in arrays of nine doublets arranged around two singlet microtubules. Adjacent doublets coordinate sliding moves in order to produces periodic beating movements of the axoneme. We will show how using the methodology explained above we can obtain resolutions close to 35Å, which is sufficient to accurately find the location of several proteins within the microtubule doublet.

5CTF correction in CET samples was not done for samples in this thesis.
Figure 4.9: Simulations of how CTF variations between tomographic projections affects subtomogram averaging resolution. We averaged $B$ particles simulating a CTF effect with nominal defocus -10$\mu$m plus random uniform deviations in $\pm$1.5$\mu$m range. Each particle was corrupted by Poisson noise to have $SNR = 0.01$. Dashed line is theoretical CTF at -10$\mu$m, continuous line has $B = 1000$, dotted line has $B = 2000$ and dot-dash line has $B = 5000$. Because we use synthetic tomogram, the decrease in resolution is due to noise and CTF variability, but not to misalignment.

structure and if known, dock their crystal structure to obtain a near-atomic resolution map [SD06].

Our final goal is to be able to compare microtubule structures from many different kinds of cells. In order to do that, we need to set up a methodology to efficiently process dozens of datasets. In this section, we present results for microtubule doublets of Chlamydomona flagellum to test the following pipeline:

1. Click ten points along each microtubule mid-axis to coarsely locate the center of each box using cubic splines. Because microtubules do not have high curvature ten points were enough to sample the mid-axis. In total 14 microtubules were extracted using this manual selection.

2. The data was split in two groups (A and B) of 7 microtubules each to perform
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Figure 4.10: FSC curves comparing resolution obtained using only singleton potentials (squared line) and incorporating local spatial correlations with pairwise potentials (starred line). The spatial constraints improve the resolution of the average, although in this case we are not limited by the CTF (dashed line).

independent reconstructions to validate the resolved structures as shown in Fig. 4.10.

3. Each microtubule was split in sets of thirty consecutive boxes forming a Markov chain like the one shown in Fig. 4.3A. The separation between boxes within each set was 160Å, since it is one of the expected periodicities in the microtubule observed from previous results [SD06].

4. For each group A and B we choose a microtubule that would be used as a reference for the alignment using the probabilistic framework. The selection was made after visual inspection to select microtubules with the lowest curvature, so it is easy to perform the alignment automatically.

5. Singleton potentials were calculated using TCCC with square boxes of size 70³ nm and cylindrical mask around the microtubule. A band-pass filter between 3nm and 20nm was also applied to alleviate noise effects. The continuous space of possible rotations and translations were discretized with a step size of 5° and 2.5 pixels.
respectively. The search was only performed for 3 translations and a rotation around the mid-axis, since the spline curve removes two degrees of freedom. Therefore, due to the geometry of microtubules only 4 degrees of freedom were needed instead of 6, which reduces the cardinality of $B$.

6. Inference using max-product message passing as described in Elidan et al. [EMK06] was run to obtain the MAP assignment corresponding to Eq. (4.19). Since microtubules form a Markov chain, inference is exact in this case.

7. Using the locations and positions returned for each box we run the alignment refinement procedure until convergence without any filtering to achieve the final averaging.

One advantage of the alignment this alignment work flow is that the initial reference can be obtained directly from the data itself instead of from an external template. This consideration is important since it is known in the subtomogram averaging literature that the initial template used in the local alignment refinement can bias the final result.

The final average for group A using only singleton potentials in Eq. (4.19) and incorporating the spatial correlation constraints with pairwise potentials can be seen in Fig. 4.11. The average obtained including spatial constraints is able to recover more structural details, since the MAP assignment delivers a better starting point for the refinement step. This visual perception is quantitatively confirmed when we compare FSC curves (Fig. 4.10) between group A and group B.

The reconstructions shown in Fig. 4.3B and C were obtained at -2μm defocus, which provides very low contrast images. The estimated $SNR$ after alignment is 0.01, which belongs to the region where the use of $TCCC$ improves alignment according to Fig. 4.8. However, Fig. 4.12 shows the main reason why a dissimilarity score alone is not enough and we need pairwise potentials to improve the results in the case of microtubules. The value of the $TCCC$ score does not change abruptly along the direction of the mid-axis of the microtubule or rotating the reference around the mid-axis. In other words, the minimum in the $TCCC$ score is not clear along these two degrees of freedom due to
Figure 4.11: Comparison between the average structure obtained using only singletons (B) and incorporating pairwise potentials (A). Projection XZ visually shows a difference in the vertical spot-like motif repeated every 160 Å on the right side tubule.

noise in the case of the translation and due to missing wedge in the case of the rotation. The pairwise approach helps impose spatial constraints to effectively select a location and orientation along the “plateau” of possibilities. Without these constraints the location along the microtubule direction by finding the maximum of the singleton is inconsistent and we can not resolve some of the periodicities present in the microtubules.

4.5 Discussion and limitations

In this chapter, we have described how to align hundreds of 3D images in order to obtain higher resolution structures combining the common information between them. The problem of subtomogram alignment is the same as 3D volume registration with the specific
Figure 4.12: Grid search for $\psi_i$ around alignment location and orientation for two adjacent boxes along the microtubule. (A) Shows variation along the direction of the mid-axis of the microtubule ($T_z$) and rotating around the microtubule axis ($R_z$). The maximum of $\psi_i$ is unclear, with changes of up 15 degrees for $R_z$. (B) Same as (A) for an adjacent box. Here the maximum is more clear, which will help deciding the maximum in (A) using pairwise constraint $\psi_{ij}$. (C) Same as in (A) but translating the box perpendicular to the mid-axis of the microtubule ($T_x$ and $T_y$). (D) Same as in (C) for an adjacent box.

challenges of low SNR and missing wedge from CET images. We have shown how to use sparsity and local spatial correlations between rigid structures in the volume to improve the alignment results, which in turn improves resolved structures.

One of the advantages of the methodology is that it uses references from the data itself, avoiding the reference bias problem that occurs when external templates are used.
Moreover, results shown in Fig. 4.10 are obtained by processing each group of subtomograms completely independently, which validates the resolution estimates given for the averages. Finally, because the steps described in the previous section require minimal user intervention and we have a high-throughput pipeline to acquire tomograms as described in Chapter 3, we can consider the idea of obtaining averages for microtubule structures from different cells to analyze the differences at near-atomic resolution. The next chapter presents a case study to apply all these ideas to analyze the differences of the cell wall in *Caulobacter crescentus*, where dozens of tomograms and thousands of boxes need to be processed to obtain the results.

However, among the issues presented in Section 2.3 and in Fig. 4.2, this chapter has not addressed heterogeneity of biological structures. Fig. 4.13 shows how group A and B seem to present a subtle difference in the structure of the inner decoration of the microtubule. However, if we split the data into two different groups A’ and B’, with each new group A’ and B’ containing different microtubules than the original groups A and B, we obtain the averages shown in Fig. 4.14. With this new partition, no structural differences are shown in the inner decorations. Even if other studies in doublet microtubules have shown different inner decorations for microtubules belonging to the same axoneme [PS00], we still need to try to answer the question whether the differences we see represent real biological heterogeneity in the data or if it is an artifact produced by noise. Unfortunately, the dissimilarity score $TCCC$ is too global to capture these small inner decorations in our low $SNR$ subtomograms when compared with the strong protofilaments features defining the edge of the microtubule. Thus, we can not distinguish if these subtle structural differences really exist in each individual subtomogram. In the next chapter, we will see how this problem with subtle structural features appears again and how we design an *ad hoc* solution for it. However, further research is necessary to develop metrics that can separate boxes in different classes based on local subtle structural features and to devise validation methods that separate variance from structural conformations and from noise.
Figure 4.13: (A) Microtubule averaged structure shown in Fig. 4.11. Average was obtained using 650 boxes. (B) Microtubule averaged structure obtained using a different set of 500 boxes. (A) and (B) were used to compute the FSC shown in Fig. 4.10. The inner decoration of the right side microtubule presents structural differences clearly noticeable when comparing YZ projections: in (A) we have straight and tilted protruberances while in (B) they seem to have a vertical S-shape.
Figure 4.14: New YZ plane of microtubule averages after randomly mixing the two populations of microtubules shown in Fig. 4.13. (A) YZ projection of the average obtained with 575 boxes. (B) YZ projection of the average obtained with 575 boxes. In both averages the structure from group A in Fig. 4.13 seems to dominate.
Chapter 5

Analysis of Caulobacter crescentus S-layer

In this chapter, we present a case study of the surface layer (S-layer) structure of the Caulobacter crescentus bacterium using cryo-electron tomography of whole cells. In particular, we show how by combining all the methodology explained in previous chapters we obtain new insights. Among our findings are the presence of short range order; the coexistence of spatially localized regions with double and single S-layer formations in the same cell; and the determination of the N and C terminus in the RsaA protein combining nanogold labeling and subtomogram averaging. However, this chapter also shows the strengths and weaknesses of the MRF probabilistic framework that we realized after acquiring, aligning, reconstructing and analyzing 26 tomograms in detail.

Surface layers are the outermost cell wall component in many archaea and bacteria and have been studied for more than 30 years \cite{Sle78, Bev79}. Most S-layers are composed of a single protein or glycoprotein species that self-organizes into 2D lattices of different sizes with different symmetries, such as square or hexagonal (Fig. 5.1). This geometrical arrangement is almost the only commonality between species since sequence homology between proteins is low and functionality differs in many cases. In many archaea the S-layer is the only cell wall component, so they may have a role in shape determination.
However, in bacteria like Caulobacter crescentus, the role more likely related to protection against a variety of predatorial assaults \cite{BPS97}. Understanding what is the role of the S-layer and its interaction with other cell wall elements and the outer media is still an open question.

**Figure 5.1:** Example of S-layer image by freeze-etching electron microscope displaying the characteristic 2D lattice crystalline arrangement. Figure from \cite{PMS91}.

The densely packed 2D geometrical arrangement is not only aesthetically pleasant, but it has opened the door to multiple applications in nanotechnology \cite{SSMP94, SHI07} and medical therapy such as anti-HIV microbicide development \cite{NLL10} and cancer therapy \cite{BAN06}. The main idea is to be able to display different proteins in specific points of the S-layer structure without breaking the self-assembly property between subunits, so we can create dense affinity arrays. Researchers have achieved this goal successfully in both *in vitro* and *in vivo* S-layers \cite{Smi08}.

The basic structure of the cell wall for gram negative bacteria like *Caulobacter crescentus* is shown in Fig. 5.2B and C. The main four elements ordered from external to internal are: S-layer, outer membrane (OM), peptidoglycan and inner membrane (IM). In Cc. each S-layer subunit is composed by six RsaA monomers \cite{BNS97b} that form a characteristic hexagonal core with p6 symmetry and self-assemble to form a 2D lattice with p3 symmetry in junction points between hexagonal cores (Fig. 5.2A). The cores
attach to the OM by divalent calcium ions [WKRS94] that bridge RsaA protein with lipopolysaccharides (LPS) molecules.

Even if much about S-layer is known (the reader is referred to [BG91, CDE+05, EP98, SH02] for different in depth reviews) there are still many open questions. For example, higher resolution structural information is needed to better understand which sites should be used to display different proteins and how the S-layer interacts with the cell-wall. To date, work by Pavkov et al. [PET+08] and by Norville et al. [NKK+07] represent the highest-resolution examples of S-layer proteins, although they were all achieved in in vitro studies. In fact, most of the structural studies have been performed in negative stained isolated S-layers. Quoting Engelhardt [Eng07]: “Functional aspects have usually been investigated with isolated S-layer sheets or proteins, which disregards the interactions between S-layers and the underlying cell envelope components.”

In this chapter we present a quantitative analysis in situ of Cc. S-layer using CET of whole cells. In particular, we report two analysis: the first one studies global properties of the S-layer such as lattice regularity and periodicity using tomograms where the field of view contains the whole bacterium (Fig. 1.2). The second one tries to achieve atomic resolution information about the S-layer structure using subtomogram averaging on datasets with higher magnification, where the field of view contains only the stalk, which is the thinnest part of Caulobacter crescentus. However, subtomogram averaging is not enough to resolve primary structures in this case. Thus, we image mutant strains of Cc. with cysteines in different positions of the RsaA protein and deposit nanogold in the growing media, which should bind to the cysteines. At 1-2 nm in size the nanogold is not visible in individual CET images of whole cells. However, we will show that the nanogold can be seen after averaging hundreds of S-layer subunits due to the regularity of the S-layer structure, effectively increasing the resolution of CET imaging.
Figure 5.2: (A) Schematic from [BNS97b] showing how six RsaA monomers build a hexagonal S-layer subunit in Caulobacter crescentus. (B) Schematic from [EP98] showing cell wall structure of gram negative bacteria like Caulobacter Crescentus. The S-layer units attach to the outer membrane (OM) by divalent calcium ions that bridge RsaA protein with lipopolysaccharides (LPS) molecules. (C) Cross Section of a Caulobacter crescentus tomogram to show the cell wall components. The effect of the missing wedge blurring the features on the top and bottom of the cell is obvious. Black bar represents 500nm.

5.1 Image analysis pipeline

To generate the data presented in this chapter, a total of 26 tilt series were acquired, aligned and reconstructed. Appendix A contains the materials and methods related to these datasets. Briefly, 6 datasets were of Cc. whole cells with pixel size 12Å/pixel and -12µm defocus while 20 were of Cc. stalks at higher magnification mostly with pixel size 6.8Å/pixel and defocus between -3.8µm and -6.6µm. 19 out of the 26 datasets (70%) were successfully aligned with RAPTOR without any user intervention; 2 datasets (7%)
required some manual adjustments to the tracking provided by RAPTOR in high tilt images due to the low contrast of the gold beads and the remaining 6 datasets (23%) were aligned manually using IMOD [Mas97] because RAPTOR failed to provide good alignment. All the failures occurred in high magnification tomograms where less than 6 fiducials were present in the sample and they were all localized in a small region of the image. All the tomograms were reconstructed using weighted backprojection provided by IMOD and then screened by visual inspection. Only 16 out of 26 were used (61%) to report the results shown in this chapter. The criterion to disregard tomograms was the lack of apparent regular S-layer subunits on the surface of the cell wall. These percentages show how there are still many factors in the CET pipeline that can affect the final reconstruction quality in a real case study, and there is still work needed ahead to improve high-throughput CET techniques if we want to scale the pipeline to hundreds of thousands of tomograms.

To study global properties of the S-layer lattice, we analyze tomograms at 25,000X where the field of view contains the bacterium. For each tomogram, we need to perform the same two tasks described in Chapter 4 for microtubule doublets: First, detect the S-layer, and second, extract S-layer subunits from the detected surface. In the following paragraphs, we describe in detail how to perform these two tasks.

The first step towards finding the S-layer is to detect the cell wall in each tomogram. BLASTED [MHA+10] enables a user to only label one cross section (like the one shown in Fig. 5.2C) and the algorithm sequentially tracks the OM with high accuracy by inferring boundary points and cell wall shape at the same time. Once we have the location of the OM in each tomogram we parametrize the surface using bicubic B-splines [MP87]. Because Cc. has a banana-like shape, cylindrical coordinates with a cubic axis (instead of a straight axis) is the best system of coordinates to parametrize the surface. The parametrization allows us to operate on the surface using differential geometry concepts like geodesics or tangent planes, which are necessary for the quantitative analysis presented in Section 5.2. Appendix C describes the parametrization in more detail.
Using the surface parametrization and the alignment algorithm presented in Chapter 4, we refine the location of S-layer subunits in each tomogram. Briefly, we divide the surface obtained above in small square patches that can contain up to two hexagons of the S-layer. We adjust each patch location and orientation using template matching to locate the characteristic hexagonal pattern of the S-layer. The MRF imposes smoothness constraints on the surface between neighboring patches to avoid errors due to noisy detections. This step is particularly important for the top and bottom parts of the cell wall, where the missing wedge has blurred the cell wall features. However, we can still find the S-layer hexagons in the XY cross-sections using the Thresholded Constrained Cross-Correlation (TCCC) dissimilarity score described in Chapter 4.

Once we have refined the location of S-layer subunits we can combine them using subtomogram averaging to obtain better resolution of the S-layer subunits. We use TCCC as a dissimilarity scores between subtomograms and the alignment refinement procedure described in Section 4.3. We also use a two steps coarse-to-fine procedure to improve alignment results. In particular, 16761 boxes of size 76nm x 76nm x 76nm were extracted from four different datasets of whole cells (Fig. 5.3). We obtained an initial low resolution template by averaging 200 boxes selected manually by visual inspection from the extracted surface in one dataset. The selection criterion was the overall appearance and location around the cell to uniformly cover missing wedge orientations. Then we crosscorrelated the template along the extracted S-layer surface using the TCCC metric to select points where the dissimilarity score had a local minimum.

First, we ran a cycle of coarse alignment with a heavy band pass filter to obtain a rough orientation of all the particles. Only spatial frequencies between 12nm and 30nm were used for this alignment. After convergence, we selected the boxes where the outer membrane was visible as an anchor point and the TCCC value was above 0.25. The total number of boxes left for alignment was 3777. The dramatic decrease in the total number of subtomograms is due to two reasons: first, misalignment of the boxes due to noise, and

\[TCCC\] values range from -1 to +1 as other normalized cross-correlation like measures.
second, only boxes below 60 degrees from the XY plane contain the OM and IM due to missing wedge effects (Fig. 5.3). However, since the missing wedge is only from $\pm 60^\circ$ and we are recovering boxes with orientations within 60 degrees of the XY plane, we still fill all the Fourier space after averaging the number of boxes left.

Before disregarding the boxes above 60 degrees from XY plane, we realized by inspecting averages from different tomograms that the most distinguishable structural feature was a “single” versus a “double” S-layer on top of the OM (Fig. 5.4). Therefore, it is reasonable to disregard the boxes where the blurring due to missing wedge is perpendicular to the OM since they do not contain relevant information with respect to the sought structural difference. However, as already happened in Section 4.5 for microtubules, the TCCC dissimilarity score was not able to distinguish that subtle feature in low SNR images in comparison with the strong OM edge. In this particular scenario, we use an ad hoc solution by projecting each individual subtomogram along the X and Y axis in order to obtain 1D profiles of density along the normal direction with respect to the S-layer (Fig. 5.4). The projection aggregates densities, which effectively increases the SNR in the 1D profiles to easily visualize one or two “dips” (Fig. 5.4B and C) and classify the particles according to single or double S-layer. Using this classification, 2089 boxes had double S-layer and 1688 had single S-layer.

As in Chapter 4 we split the subtomograms in two groups from different tomograms containing double S-layer to calculate FSC resolution curves without introducing artificial correlations. The first group contains 1106 boxes from tomograms 1 and 2 and the second one contains 983 boxes from tomograms 3 and 4. For each subset of boxes we generated an initial template by averaging 200 particles randomly selected and we ran a separate second cycle of alignment without any band pass filter. We followed exactly the same procedure to align and average the 1688 boxes displaying single S-layer, although in this case we did not split the dataset in two because it was better to average all the boxes to obtain a better reconstruction instead of repeating the FSC calculations.

In the second part of this case study, we also need to detect, align and average S-layer,
but for high magnification tomograms (40,000X) of C. stalks. For the most part, the steps in this case are very similar to the ones described above. However, the S-layer was manually selected using IMOD [KMM96] capabilities, since the segmentation of stalks is straightforward because they are short straight cylinders. Moreover, we did not need to disregard subtomograms above 60° because of the smaller diameter of the stalk. For each RsaA strain with a cysteine inserted in a different location of the protein chain, we manually selected 200 boxes to obtain an initial template from the data itself. Again, the selection criterion was the overall appearance and location around the cell to uniformly cover missing wedge orientations. At 40,000X, the exposure time at higher magnifications needs to be reduced in order to radiate the same total amount of dose, which increases the noise. To increase the SNR we binned by two all the tomograms containing stalks after reconstruction. Once we have an initial template for each strain, we can search for
that template in the parametrized surface as done in whole cells. In total, we extracted 879 boxes for wild type datasets, 619 boxes for Cys944 datasets and 196 boxes for Cys277 tomograms. The reason for the lower amount of boxes in Cys277 tomograms is due to the fact that regular S-layer areas were not as abundant in this strain. Once we have all the locations for the initial boxes we run a two step coarse-to-fine alignment procedure as desc

One of the main problems to verify results is how to visualize the S-layer in each tomogram. The S-layer is a non-planar surface embedded in a 3D density map. Therefore, visualization of the whole S-layer at once by standard tools displaying slices through the

**Figure 5.4:** (A) Schematic showing local coordinates for boxes on S-layer surface. The profiles shown in (B) and (C) are the result of adding intensity values along $V_1$ and $V_2$ in a single subtomogram. In the profiles we can see the IM “dip” at 4nm, the OM “dip” at 35nm an the S-layer “dip” between 50nm and 65nm. (B) shows a single “dip” versus (C) that shows a double “dip”. These profiles help classifying each subtomogram into single or double S-layer for subtomogram averaging.
volume is not possible. We developed a customized code to generate Visualization Toolkit (VTK) files \cite{SML97} that can be visualized in Paraview \cite{Hen04}. The main idea is to triangulate the parametrized S-layer surface into triangles with area smaller than 1 voxel. Then, we can assign an interpolated value of the closest density in the 3D volume to each triangle and render the surface. Results of the rendering can be seen in Fig. \ref{fig:5.5}. Such a visualization is very useful to select S-layer subunits locations and analyze the short and long-range order of the lattice. Moreover, it allows us to validate the results of the surface extraction algorithm (Fig. \ref{fig:5.6}).

5.2 Results

In the first part of this study we focus on global properties of the S-layer lattice structure by obtaining tomograms of whole cells \textit{in situ} and rendering the the S-layer. From previous papers \cite{SA82} we know that \textit{Cc}. S-layer is built by self-assembly of RsaA monomers. Thus, we compare two populations, wild type versus an RsaA mutant producing 25\% more RsaA.

Fig. \ref{fig:5.5} shows a typical visualization of the rendered S-layer. Even though it is known that the S-layer covers all the bacterial surface \cite{SA82}, the hexagonal pattern is not present everywhere. Moreover, even in places where we see the hexagonal pattern, it is not as crystalline as shown in isolated S-layer \cite{SEV+92} sheets. In order to verify these results we completed two procedures: first, we rendered sequential extrusions of the surface (Fig \ref{fig:5.6}), which confirmed we were not missing any part of the S-layer. Second, we created a heat map of the template matching score between each point on the surface and the expected hexagonal pattern (Fig. \ref{fig:5.5}). The results quantify the fact that there are areas with the characteristic local hexagonal pattern and areas with no presence of it.

The second part of the analysis on global properties of the S-layer was to offer quantitative measurements of different parameters related to lattice regularity. Fig. \ref{fig:5.7A} shows the main methodology to achieve that: we can draw intensity profiles along the axis of the \textit{p6} symmetry to measure periodicity and autocorrelation functions. The main advantage of our surface parametrization using cubic splines in cylindrical coordinates is that we
Figure 5.5: Left: rendering of S-layer surface from intersection of the surface with the 3D density values of the tomogram. Patches of S-layer are visible on the surface but no long-range coherence is apparent and hexagonal regularity is not found. Center: heat map of template matching scores on the same surface looking for a hexagonal pattern. Red color indicates high correlation and blue indicates low. Heat map agrees with the visualization to show that regular hexagonal pattern is not present in all the surface. Right: local tangential patches to the S-layer showing hexagonal pattern and the magnitude of their FFT. 6 peaks in Frequency domain represent the hexagonal pattern although the missing wedge blurs some of them.

can measure distances in 3D along paths on the surface, so we do not need to physically flatten the S-layer shape to perform quantitative analysis in situ.

Fig. 5.7B shows the averaged autocorrelation for 222 intensity profiles from three different wild type datasets. It shows a correlation with periodic ups and downs and an exponential decay of the envelope, which indicates short-range order. In particular, if we
Figure 5.6: Rendering of extruded surfaces from the original detected S-layer. Top left is the outermost surface (ice) while bottom right is the inner most surface (IM). Sequence shows a visual test to check that the detection process has not missed S-layer components. Distance between rendered surfaces is approx. 2nm.

fit an exponential decay $Ae^{-\tau}$ to the envelope of the autocorrelation function (Fig. 5.7B-red line) we obtain $\tau = 0.015\text{nm}^{-1}$. This analysis indicates that, on average, every three periods we find a perturbation (phase shift) in the lattice that breaks the possibility
of long-range order. However, these are the averaged statistics: Fig. 5.7E and F show individual profiles following a perfect periodic pattern and individual profiles with very short range order respectively.

Fig. 5.7B and 5.7C show a comparison of the range order and the periodicity between wild type cells and RsaA mutant (using 177 profiles from three different datasets). Results from both cases are almost indistinguishable. The S-layer periodicity presents a very symmetric distribution with mean 22.8nm and a spread of ±2nm, which shows again a more amorphous structure than previously observed in different isolated S-layers.

Next we focus on the underlying 3D structure of each S-layer subunit. Looking at the global lattice structure in the previous section we were not able to find significant differences between wild type cells and RsaA mutant. Using subtomogram alignment techniques described in Chapter 4 we can obtain a better resolution estimation of the subunit structure and analyze possible structural differences. Fig. 5.8 shows the resulting average structures displaying the structural differences between “single” and “double” S-layer. Fig. 5.9 shows FSC curves comparing the average for the “double” S-layer obtained with one group of 1106 sumtomograms and a second group of 983 subtomograms. We can see that the resolution of the average obtained using TCCC metric described in Section 4.2.1 is very close to the first zero of the theoretical CTF, which suggests that adding more boxes to the averaging will not improve resolution. Moreover, we compare FSC curves obtained using two existing metrics in the literature [FPSF08, BSL+08] and using TCCC to confirm the results shown in Chapter 4 with synthetic data: in scenarios with \( SNR < 0.1 \), such as tomograms of whole cells, TCCC improves alignment accuracy. In this case, the improvement is approximately 5% in the resolution curves.

Layers of S-layers one on top of the other have been reported in the literature [SM90, SM83] for other bacteria. Our results show this phenomenon for the first time in cell wall of Cc., which combines areas with a single S-layer and other areas with double S-layer, although they are spatially separated. Analyzing these results two observations stand out: First, for the wild type datasets, 47% of the subtomograms contained a single S-layer while
Figure 5.7: (A) Example of how line profiles (green line) were obtained from the rendered S-layer. (B) Averaged autocorrelation function across 222 profiles on wild type cells. The autocorrelation decays exponentially ($\tau = 60$nm) showing short-range order. (C) Histogram of S-layer periodicity extracted from line profiles for wild type (blue) and RsaA mutant (red). Both present a peak at 22.8nm and a spread of $\pm 2$nm, showing the elasticity of the S-layer. (D) Comparison of averaged autocorrelation function between wild type (blue) and RsaA mutant (red). Both present the same short-range order. (E) Autocorrelation function for individual profile showing long range order. (F) Autocorrelation function for individual profile showing very short range order.
53% contained a double one. On the other hand, the RsaA mutant showed 36% of the subtomograms with single S-layer versus 64% with double S-layer. Second, the distance between the OM and the outermost S-layer seems to be similar in both classes (Fig. 5.8). However, a detailed quantitative analysis using the projected 1D profiles results on the distribution shown in Fig. 5.10. For the double S-layer, the mean relative distance between the OM and the outermost S-layer is 25.3nm with standard deviation 1.3nm, while for the single S-layer the mean is 24.2nm and standard deviation 1.4nm. Moreover, the distance between each layer of S-layer has mean 8.7nm and standard deviation 1.7nm, measured from the distance between “dips” in Fig. 5.10.C.

![Figure 5.8](image)

**Figure 5.8:** (A) Average structure of single S-layer using 1688 boxes. (B) Average structure of double S-layer using 1106 boxes. The structural difference between (A) and (B) is clear. YZ, XY and XZ represent perpendicular planes to display the results of the 3D density maps. White bar represents 20nm.

In the case of the double S-layer, we would like to answer if each layer is a mirrored
Figure 5.9: FSC curve for Caulobacter crescentus surface layer (continuous line) for three different dissimilarity scores: from [FPSF08] (circles), from Eq. (2) in [BSL08] (dot) and TCCC (square). Theoretical CTF for the imaging conditions assuming amplitude contrast of 0.2 (dashed line) and $C_s = 3.2 \text{mm}$. Formulas for theoretical CTF from [Fra06]-Ch. 3).

image of each other or if the layers are built like scaffolds. Resolving the handedness in the arm links connecting each p6 symmetry center would answer this question. Unfortunately, the thickness of Cc. whole cells limits the resolution and the handedness can not be resolved in our tomograms. Another question we would like to answer is where is the beginning (N terminus) and the ending (C terminus) of the RsaA monomers forming S-layer subunits (Fig. 5.2A). Again, the resolution obtained using whole cells is not enough to provide primary or secondary structural information that will answer this question.

In order to resolve both questions, we change the imaging conditions to improve attainable resolution by obtaining tomograms at higher magnification (40,000X) of the Cc. stalks, which are the thinnest regions of the bacteria. Furthermore, we use immunogold labeling techniques to extract atomic resolution information about the S-layer structure. As described in the introduction, we grow strains of Cc. with cysteines in different positions (Cys277 and Cys944) of the RsaA chain with 1024 aminoacids, and nanogold should
bind to these locations if it is added to the growing media. If we are able to consistently locate the nanogold with respect to the center of p6 symmetry in different strains, we will determine the location of the N and C terminus of an RsaA monomer in the S-layer. In general, labeling techniques for EM have been difficult to implement for general structural studies as explained in Section 2.3.6. However, nanogold labeling has been used in previous S-layer studies for Cc. [SA82] because the S-layer is the frontier between the bacterium and the external medium, and any nanogold diluted in the sample will bind to the targeted cysteine in the RsaA protein building the S-layer.

After screening the stalk tomograms, the nanogold was not apparent to the naked eye. However, if it is true that the location of the nanogold is the same in different S-layer subunits, we should be able to observe it after aligning and averaging multiple subunits. Fig. 5.11 shows how the subtomogram averaging of two different strains (Cys277 and Cys944) present high density spots in different locations of the S-layer structure, which indicates the location where the nanogold binds to the cysteine. In particular, using the

**Figure 5.10:** Empirical cumulative distribution of the distance between outermost S-layer and OM for single (continuous line) and double (dashed line) S-layer cases measured from 1D high SNR profiles shown in Fig. 5.3. Single S-layer is closer than outermost double S-layer.
schematic in Fig. 5.2A as a guidance to interpret the average structure, the N terminus is located in the center of the hexagonal core (p6 symmetry) and the C terminus is located in the links between S-layer subunits (p3 symmetry). The average of wild type is needed as a control experiment to show that without labeling, the high density spots disappear. Moreover, the presence of the outer membrane as a high density element in all the averages is useful as a reference to compare relative density between datasets.

Unfortunately, we were not able to answer the handedness question with these new tomograms because we need to average thousands of boxes to resolve the links between S-layer subunits due to the very low SNR of high magnification tomograms. From each stalk we can extract approximately between 200 and 600 S-layer subunits, and only a small percentage of those contain double S-layer, since the new strains do not overproduce RsaA. Thus, with the current pipeline we will need to acquire dozens of tomograms more to average enough boxes. Moreover, the handedness is even more subtle as a structural feature than the “double” versus “single” S-layer. In order to resolve it, we need to make sure that each subtomogram is oriented coherently with the rest, otherwise the handedness will be blurred by the averaging. This constraint is difficult to impose on each individual box separately. The handedness structure shows the limitations of the current CET imaging and data analysis process.

5.3 Discussion

This chapter has presented one of the first studies of S-layer close to its native state using CET of whole cells to obtain a global picture of the lattice-like structure with few nanometers resolution. To accomplish this task we used several image analysis techniques to process large amounts of data, visualize curved surfaces in 3D density volumes and average similar structures in low SNR scenarios to obtain higher resolution images. This native state analysis presents a different picture from the structural analysis performed on isolated S-layers by shedding them from the membranes. In particular, the CET datasets show an S-layer with a lattice structure closer to an amorphous solid rather than a crystal.
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Figure 5.11: (A) Comparison between averages from different Cc. strains using high magnification (40,000X) tomograms of stalks. Wild type obtained using 879 boxes. Cys277 obtained using 196 boxes and Cys944 obtained using 619 boxes. (B) Same in images as (A) but enhancing contrast to visualize high density spots. OM present in all the image serves as a reference to compare relative densities between averages. Cys277 concentrates the high density spots between hexagonal cores while Cys944 concentrates them in the hexagonal core itself. YZ, XY and XZ indicate three different perpendicular planes to visualize the 3D average. Black bar represents 20nm.

Considering that the S-layer subunits are affected by two interactions, subunit to subunit and subunit to OM, and that isolated S-layers present self-assembling properties into 2D crystalline lattices, we deduce that the anchoring of the S-layer to the cell wall is not as regular. Moreover, the fact that hexagonal structures are not observed in all the surface even if RsaA is present reinforces the idea of a dynamic process to create new S-layers [PMS91]. Fig. 5.5 shows several “ridges” on the S-layer surface where different growth areas merge. Our quantitative analysis also agrees with Fig.6 by Smit et al. [SGGAS1], which presents images from Cc. CB15 S-layer using freeze-etching techniques and briefly states: “In this typical view, there are indications of a periodic structure on the surface,
but the impression of precise, long-range order was not seen.”.

Our main reference for the structural analysis in whole cell tomograms is SEV+92, which presents a detailed study of the Cc. CB15 strain using negative-stain electron tomography on isolated S-layer sheets. Their measured periodicity between subunit cores is 22nm, while SGGA81 had previously measured 23.5nm. Fig. 5.7 not only shows a mean of 22.8nm, which is between the two previous measurements, but it also displays a distribution of possible periodicities, which represents the elasticity in the S-layer links between subunits. Our observations of average thickness 8.7nm disagrees with the estimates from Smit et al. SEV+92 of 7nm, although the measured standard deviation of 1.7nm makes that number feasible given the elasticity of the S-layer. Overall, the structure between in vitro and in vivo are similar.

One of the main applications in nanotechnology for S-layers is to generate high density arrays to display useful proteins. Therefore, it is important to research if certain mutant strains can display even a denser amount of them. One first obvious choice is to produce more RsaA. However, our results show that Cc. stores the extra RsaA in a second layer of S-layer instead of packing the hexagon more regularly or reducing the distance between subunit cores. It is still an open question how this second layer is formed, since it seems that the initial single layer is the one closer to the external medium. In the same direction, the localization of the N and C terminus in each RsaA protein forming the S-layer of Cc., which was unknown until now, it is also useful to design the arrays since each terminus shows different symmetries (p3 or p6), creating different lattices.

All these results have been possible thanks to the combination of hundreds of subtomograms, which allows the discovery of signals such as nanogold labeling that are not detectable in a single tomogram. However, in order to obtain and process all the necessary data we needed to automate every step of the pipeline as much as possible. Even if the methods presented throughout this thesis are targeted to be robust against the low SNR, missing wedge and heterogeneity in CET dataset, this chapter has presented examples where there is still room for improvement. Based on these experiences, the next
section presents a discussion of possible ideas for future directions in order to improve some of the methodology discussed in previous chapters.
Chapter 6

Conclusion

We have seen how CET delivers unique 3D information that can help understand the function and complex spatial relationships of microtubules and other large structures within cells. However, there are several specific challenges associated with CET images, such as low SNR, missing data and heterogeneity, that make the data analysis challenging. In this thesis, we have shown a probabilistic framework based on MRF that helps aligning pairs of 2D and 3D CET images. The graphical model adds local spatial correlations between adjacent features on top of standard template matching techniques to guide the alignment and make it more robust against noise. In particular, Chapter 5 showed a case study of the surface layer of Caulobacter crescentus bacterium where the alignment techniques were used to visualize the S-layer in its native state without sample preparation artifacts.

Looking at the pipeline to acquire and process tomographic data, it was clear that one of the bottlenecks for real high-throughput tomography was the alignment of tilt series using fiducial markers. Because of the low SNR in the datasets and the lack of ground truth, high-throughput is crucial in CET to obtain more images and validate the structural findings. Our software RAPTOR has improved the state-of-the-art alignment methods for CET samples, shifting the computational burden from data acquisition and reconstruction to data analysis. This method shows the power of considering contextual
information among multiple pairs of close markers to make a final decision, instead of looking at the best correspondence for each marker separately.

Among the possible methodologies that high-throughput tomography opens for data analysis, one of the most successful ones in the recent years has been subtomogram averaging. However, good selection of initial locations and orientations to avoid reference bias and to obtain high resolution structures is still a challenge mostly done by hand. In Chapter 4 we show how we can extend the same MRF framework used in 2D images to 3D using minor modifications. Basically, we need to incorporate more degrees of freedom for possible deformations and modified the dissimilarity score to include the missing wedge effect and noise statistics. One of the critical changes was to choose a sparse representation of the volumes to make the comparison more robust against noise.

Even with all this progress, we are still far from reaching the full potential of cryo-electron tomography. Arguably, one of the main dreams for electron tomography is to be able to reconstruct mammalian cells \textit{in situ} at molecular resolution in 3D by stitching together hundreds of tomograms [MVMH04]). Comparing the structural differences between healthy and disease conditions in combination with genomic, proteomic, and biochemical data will bring key insights to develop new drugs. However, many steps of the CET pipeline shown in this thesis need to be improved further to reach that goal. For example, we have seen in Chapter 5 how RAPTOR achieves 70% success rate in a real case study with few dozens tomograms. If we want to process thousands of tomograms, 30% of alignment by hand is still a bottleneck.

Some ideas in how to improve RAPTOR were hinted at the end of Chapter 3 and are compiled here as future directions. First, approximate inference tends to break down when the number of markers in the image is more than a hundred: marker locations become too close to each other to establish good correspondence and the MRF does not return clear assignments (Fig. 3.15). Thus, global correspondence returns short overlapping partial trajectories instead of global ones. In the future, the probabilistic model and the projection map estimation should be combined to mitigate these effects. One possible direction to
do this is to modify the greedy iterative refinement described in Section 3.4.3. Instead of picking the assignment with higher singleton score that is closer to the reprojection point indicated by the projection model, we should do a second pass of pairwise correspondence incorporating the information from the projection model. Since the projection model provides accurate information of marker locations, the roll-off constraint $\sigma_1$ can be made much tighter, which will help in the inference procedure to distinguish between close by markers.

Second, marker detection success depends on the type of images we are trying to align. $NCC$ works very well for CET images because they have low contrast and the only high contrast features are the gold beads. However, in plastic embedded samples or in soft X-ray tomography, the images have much higher contrast, especially the edges of stained membranes, and the $NCC$ with the gold bead template returns too many false positives along these edges. Different template matching techniques need to be tested in the future for different types of samples.

Subtomogram alignment and classification will also play a key role to discover structural differences between different cell populations. We have seen two examples in Chapter 5 to resolve “double” versus “single” S-layer and the location of nanogold labeling. However, we have also shown how many subtle differences are elusive to current classification methods based on cross-correlation. Strong edges, such as the $OM$ in the S-layer or the protofilaments in the microtubule structure, dominate the dissimilarity score and mask other subtler differences. In Chapter 5 we have seen already small ad hoc modifications that suggest possible future directions for subtomogram alignment, averaging and classification where a combination of multiple local features could mitigate these effects. However, one of the main problems is that noise masks these local features in each individual subtomogram (they only become apparent after alignment and averaging). Techniques like the projection in XY to obtain enhanced 1D profiles across the cell wall presented in Chapter 5 solve the two problems at once: we have higher SNR in each subtomogram because we are averaging along sides within each box and we obtain local features of
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the cell wall. Finally, approaches that integrate alignment and classification in a single framework should also improve performance. Scheres et al. [SMVC09] presented a first step in this direction by describing a maximum likelihood approach solved by expectation-maximization. However, they had to simplify the generative model for subtomograms to make the computation of the likelihood computationally tractable. More research in this direction is needed to achieve better resolutions.

The case study in Chapter 5 also showed how modifying the imaging parameters can improve subtomogram alignment for certain goals. Currently, microscopists are used to set parameters in order to extract as much “visual” information from each individual tomogram as possible. However, if we know the project at hand requires averaging, maximizing “visual” information per single tomogram might not be optimal. For example, in single particle protocols it is common to obtain micrographs at different defocus for two reasons: first, the high defocus images lack any high frequency information but present high contrast, which makes particle detection easy. This step helps generate a first low resolution template that can be used for detection and alignment of other particles. Second, the simulation shown in Fig. 4.9 shows that even with perfect alignment, the first zero of the CTF always affects resolution. Therefore, combining data with nulls at different locations allows to recover information in all frequency bands. A similar approach could be applied to subtomogram averaging by acquiring tomograms with different defocus. The main assumption here is that we are able to estimate and correct the CTF in each tomogram, which is an active research topic.

Finally, one of the holy grails to exploit all the information generated by high-throughput tomography would be the ability to detect similar structures in new tomograms once we have labeled several examples of the structure we are looking for by hand. This problem is known as object detection in the computer vision literature. However, challenges in CET images presented here make clear that this is a hard problem to solve: managing all the degrees of freedom in 3D efficiently, accounting for the missing wedge effect and using robust features against noise set strong requirements in the methodology design. However, if we
aspire to reach the full potential of electron tomography, we need to overcome these problems. It is not reasonable to expect that users will select thousands of particles from 3D volumes to compare structural differences. Approaches based on machine learning techniques are currently being investigated in single particle projects [AHGM09, SRA+09]. Because in 2D micrographs there is no missing wedge and the degrees of freedom are reduced, making the extension to tomograms is not straightforward.

In summary, CET is still a growing field and will be able to deliver many new biological insights in the future since neither the hardware nor the software has reached its full potential. As the amount of acquired data increases, the possibilities for developing and applying new statistical image processing techniques grows too. We hope this thesis has shown several examples that can help in this direction.
Appendix A

Materials and methods

Here we describe all the materials and methods for the different datasets presented in the results section used of chapter 5.

A.1 Bacterial strains and growth conditions

*Caulobacter crescentus* strain JS 1023 is a CB15 NA1000 derivative, modified by inactivation of rsaA, sapA and introduction of repBAC from the broad host range plasmid RSF1010. The native sapA and rsaA genes were inactivated by gene replacement with an internal deletion (sapA) or an amber mutation (rsaA353$\phi$). The gene replacements and chromosomal insertion of repBAC was accomplished using pK18mobsacB ([STJ+94]) and as previously described ([FNS07]). Escherichia coli strain DH5 alpha (Invitrogen, Carlsbad, CA) was grown at 37°C in LB medium (1% tryptone, 0.5% NaCl, 0.5% yeast extract). *C. crescentus* JS1023 grown in PYE medium (0.2% peptone, 0.1% yeast extract, 0.01% CaCl$_2$, 0.02% MgSO$_4$), at 30°C. For growth on solid medium, agar was added at 1.3% (wt/vol). When needed, media contained chloramphenicol at 20 $\mu$g/ml (*E. coli*) or 2 $\mu$g/ml (*C. crescentus*). Electroporation of *C. crescentus* was performed as previously described ([GS91]). Plasmid DNA was isolated using a Gene Jet miniprep plasmid isolation kit (Fermentas).
A.2 Introducing unique cysteines into rsaA

The oligonucleotides JN CYS N-1 (5’ GATCGTCATGCCTAGC 3’) and JN CYS N-2 (5’ GATCGGCTAGCGCATGAC 3’) when annealed and ligated into a BamH1 site, destroyed the original BamH1 site and, in the correct orientation, coded for the amino acids SSCASR. This segment was cloned into the unique BamH1 sites that were previously installed in rsaA at positions corresponding to amino acids 277 and 353 ([BNS97a]). Similarly, the oligonucleotides CYS10F (5’ TCATGTACAG 3’) and CYS10R (5’ TCCTGTACAT 3’), encoding the amino acids SCTG were annealed and ligated into a BamH1 site corresponding to amino acid 944. All introductions were confirmed by DNA sequencing. A BglII site was introduced into rsaA at a position corresponding to amino acid 2 by utilizing an EcoN1 site 45 bp 3’ to the ATG start codon. An oligonucleotide that included the EcoN1 site and the 5 sequence of rsaA except that it altered the 2nd and 3rd codons to create a BglII site and changed the codons from Ala-Tyr to Arg-Ser. Using this oligonucleotide and an oligonucleotide matching sequence 5’ to an upstream EcoR1 site for PCR amplification resulted in a product that could be substituted for native sequence as an EcoR1/EcoN1 segment. Annealed JN CYS N-1 and JN CYS N-2 oligonucleotides were then ligated into the BglII site. The modified versions of rsaA were transferred to p4A as EcoR1/HindIII segments ([ND07]). The resulting plasmids were introduced into JS1023 by electroporation.

A.3 Protein isolation and separation

Native and modified RsaA protein was recovered from the cell surface by low-pH extraction, as described previously ([WSS92]). Proteins were visualized using sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) using 7.5% gels and stained with Coomassie brilliant blue R.
A.4  Bacterial growth media

Different *Caulobacter crescentus* strains were grown to log phase before cryoplunging or reacting with nanogold in peptone yeast extract (PYE) media. Media were supplemented with kanamycin (5 µg/ml) or chloramphenicol (1 µg/ml) as necessary. Transcription from the xylose promoter was induced by adding 0.3% xylose to the growth media. Cells were grown overnight in PYE. They were then washed and diluted in M2G and incubated until the A$_{660}$ reached 0.2. Cells were then diluted to an A$_{660}$ of 0.05 in M2GX (M2G plus 0.3% xylose) to induce transcription from the xylose promoter. During induction, cultures were diluted as necessary to keep the A$_{660}$ at <0.2.

A.5  Nanogold labeling

Cells were grown in PYE media to an optical density of approximately 0.4 to 0.6 at 620nm (ODU$_{620} \sim 0.4 \quad 0.6$). The cell number is estimated to be at most $10^8$ or less. A rough calculation of the number of S-layer subunits in a *Cc.* cell results in the estimate of approximately 14,000 subunits$^\dagger$. Using these calculations, monomaleimido nanogold$^\circledR$ labeling reagent (Nanoprobes) was dissolved in 1ml of double distilled water. 100µl of the nanogold suspension was mixed with 900µl of the whole cell culture, then thoroughly mixed with a pipetted several times for approximately 30 min. The resulting sample was cryo-plunged as described below.

A.6  Cryo-electron microscopy specimen preparation

Aliquots of 5µl were taken directly from the cultures and placed onto lacye carbon grids (Ted Pella 01881) that were pre-treated by glow-discharge. The Formvar support was not removed from the lacye carbon. The grids were manually blotted and plunged into liquid

$^\dagger$We approximate a *Cc.* cell as a cylinder of diameter 500nm and length of 1000nm to calculate the total S-layer area. Assuming distance of 22.8nm between S-layer subunits, we can calculate the area of each subunit. Dividing both areas results in approximately 14,000 subunits per cell.
ethane by a compressed air piston, then stored in liquid nitrogen. For CET, fresh sample aliquots were deposited onto support grids pre-loaded with 10nm colloidal gold particles.

A.7 Cryo-electron tomography

Images were acquired on a JEOL3100 electron microscope equipped a FEG electron source operating at 300 kV, an Omega energy filter, a Gatan 795 2Kx2K CCD camera, and cryo-transfer stage. The stage was cooled using liquid nitrogen to 80K. Approximately 10% of the data was acquired using a Gatan 795 4Kx4K CCD camera mounted at the exit of an Electron Decelerator [DM08]. The decelerator was operated at 248 kV, resulting in images formed by a 52 kV electron beam at the CCD. A total of 26 tomographic tilt series were acquired under low dose conditions using the program Serial-EM [Mas05], typically over an angular range between +62 deg and -62 deg, ±2 deg with increments of 1° or 2°. Tilt series of whole cells images were acquired using a magnification of 25K at the 2Kx2K CCD giving a pixel size of 1.2nm at the specimen. Tilt series of stalks images were acquired using a magnification of 40K giving a pixel size of 0.373nm at the 4Kx4K Decelerator-coupled CCD and of 0.685nm at the 2Kx2K CCD. The data acquired on the 4Kx4K CCD was subsequently binned by a factor of two. Underfocus values ranged between 3.6µm ± 0.5µm to 12µm ± 0.5µm, depending on the goal of the data set, and energy filter widths ranged between 22 eV to 28 eV, also depending on the data set. For all data sets the maximum dose used per complete tilt series was approximately 140 e-/Å², with typical values of approximately 100 e-/Å².
Appendix B

Noise model for CET volumes

In this appendix we derive a noise model for CET volumes. The noise model is useful for any sort of statistical image processing applied to CET volumes. In particular, define $p^j_i$ as the i-th pixel in the j-th projection of a tilt series. We assume as a first approximation that the noise on each pixel is independent from its neighbors and it is distributed as $p^j_i \sim \text{Poisson}(\lambda^j_i)$. Assuming we use a basic weighted back projection (WBP) algorithm as described in ([Fra06]-pp. 254) we have that each voxel in the tomogram is the sum of pixels from different projections convoluted with a weighting function $w$ to filter high noise and equalize Fourier components. Formally:

$$ f_i = (\sum_{(i,j) \in \chi} p^j_i) * w \quad (\text{B.1}) $$

Where $\chi$ is the set of pixels in different projections that contribute to voxel $f_i$ in the reconstruction. The summation of independent Poisson random variables is a Poisson random variable such that $\sum_{(i,j) \in \chi} p^j_i \sim \text{Poisson}(\lambda_i)$ with $\lambda_i = \sum_{(i,j) \in \chi} \lambda^j_i$. Typically in ET we have 100+ projections, so $\lambda_i > 100$. In this regime, the Poisson distribution can be approximated very well by a Gaussian distribution with mean and variance equal to $\lambda_i$. The weighting filter $w$ adds correlation between neighboring voxels. Therefore, for each
tomogram $f$, we have the following noise model:

$$f = x + \varepsilon$$ \hspace{1cm} (B.2)

where $x$ is the true underlying signal and $\varepsilon$ is additive noise with Gaussian distribution $\varepsilon \sim N(0, \Sigma)$. If a tomogram has $N$ voxels, then $\Sigma^{-1}$ is a $N \times N$ sparse matrix with non-zero elements only in the diagonal and in the entries corresponding to neighboring pixels because the weighting function $w$ is a convolution in a local neighborhood. Moreover, the elements in the diagonal are all different, since the variance $\lambda_i$ is different for each voxel.

This model of additive noise defines a Gaussian Markov Random Field (GMRF) between $N$ voxels. Estimating the parameters of a GMRF with such a large $N$ as in our tomograms is not an easy computational task and it is an active research topic ([DGK08, FHT07, MJW06]). Thus, we approximate the noise model by considering only a diagonal covariance matrix with different variance for each voxel. In other words, we assume $\Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_N^2)$ considering only marginal noise statistics for each voxel.\footnote{Since $\varepsilon$ has a multidimensional Normal distribution, each of the marginals follows a univariate Normal distribution.} This makes the computation much more efficient and yields good estimation results (see results in section 4.4 of this thesis). Notice that any affine scaling of the intensities in the tomogram does not change this noise model.

Fig. B.1 shows an example for the real data described in materials and methods for the Cc. S-layer. We obtain $\mu_i$ and $\sigma_i$ for one of the voxels using 500 aligned subtomograms and plot the theoretical cumulative distribution function (cdf) for the estimated values versus the empirical cdf obtained from the data. The agreement with the Gaussian assumption is very good even in the tails.
Figure B.1: Comparison between empirical cumulative distribution functions (cdf): first, obtained from 500 aligned subtomograms of *C.c.* whole cells for one voxel (blue continuous line); second, the analytical cdf of a Gaussian distribution (red dashed line) with $\mu$ and $\sigma$ estimated from the empirical data. The agreement is almost perfect making hard to distinguish both curves.
Appendix C

Cylindrical coordinates

In this appendix we described the coordinates system used to parametrize the surface of Caulobacter crescentus bacteria. Due to its banana-like shape the best representation is obtained using cylindrical coordinates with a polynomial axis that follows the mid-axis of the cell instead of a straight axis. Fig. C.1 shows a schematic of this set of coordinates.

Without loss of generality, we can assume the bacterium lies parallel to the XY plane. Thus, we can parametrize the mid-axis of the bacterium as follows

\[ x(t) = f(t) \]
\[ y(t) = t \]
\[ z(t) = z_0 \]
\[ f(t) = a + bt + ct^2 + dt^3 \]

where \( t \) is the parameter that indicates movement along the mid-axis. Given the banana-like shape of Cc., defining \( f(t) \) as a cubic polynomial fits any sample. Fig. C.1 displays the mid-axis in green. Once we have the mid-axis, for each value of \( t \) along the axis we can obtain a plane perpendicular to the tangent vector of the axis \((f'(t), 1, 0)\). Fig. C.1 displays this cross-section in red. In each cross-section we can define polar coordinates \( r \) and \( \theta \) as is done in standard cylindrical coordinates.
Using the ideas above we can parametrize the surface of *Caulobacter crescentus* S-layer as follows:

\[
\begin{align*}
  x(t, \theta) &= f(t) + r(t, \theta) \cdot \cos(\theta) \\
  y(t, \theta) &= t - r(t, \theta) \cdot \cos(\theta) \cdot f'(t) \\
  z(t, \theta) &= z_0 + r(t, \theta) \cdot \sin(\theta)
\end{align*}
\]

The advantage is of this representation is that \( r(t, \theta) \) is very close to a plane if the mid-axis has been selected appropriately. Therefore, \( r(t, \theta) \) can be represented with bicubic splines with a small number of knots. The only constrain we have to impose is periodicity in \( \theta \) to ensure a close surface. However, with this representation it is not possible to impose \( C^2 \) continuity at the poles where \( r(t, \theta) \) tends to zero. \( C^0 \) continuity at the poles is sufficient for all the applications described in this thesis.
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